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https://github.com/joeynmt/joeynmt

£ 1 EOSEIE. FI¥TIL—LAT—IDAVR—)LEFBEHETIHOOBRIEREALE T, B¥
TET =T 2%, SIRULICET IV ETHES 5 EEMERL T,

rJoeyNMT, &l&

JoeyNMT (&, HEBMICHRSIN/ZOV/U NAEHEIRIL — LD — 0T, BADKZETIFAFILAIL
DFETHRASNTNDM, BXEETRIETIT7EEBRELELTHDE VWO IBETE SERSNTVE
3 %Y, PyTorch TENMNTLWREE. FDFICESNLLWRTY RTIFENWTLEDSHS

¥ 1:MutNMT. AIMS Senegal. Masakhane %&£, AREEED FAQ 3/ \1 TILNRILY KEOBEEMEIRE S WVEEFEREE T JoeyNMT
EERTDIRFENSOEMBICEDINTVET,

HERESRET IVRAEDEARNGEAZT Ty EZ0TL FILWPA T 7 ZBREICH UL EWDSEBITIER
TNBDHN JoeyNMT TY ., KRR (FAKD) TL—LAT— 0% FE>T—EBBBIRICFEZHLTH
EDD, ZDTL—LT—=TIDEDEAHED LS ICHEBBIRICEDNTNDDOARDIFONLEA >/, T—RE
FTABOITNE, EOWMWREESRANBEEDDTAT 7 ERETEDIDNDNDHEADICEVNIAICE
JoeyNMT [FU27DTT, BICERIF. TOF V2 aVICMRGEDHEEECHRERDIL —LAT— %R T
DA BN ELNTR A,

REHZNETDCHO>T. —MAEEINTND JoeyNMT TIEFDLDEITEPTVEBHOND. HMKE
AT SUPHEABN—IF A RBEDE DT VI T —hUIcd—REARALTVET (% 2), 7Y IT—hkUT
N—=23VZEENIC [JoeyNMT2.0; EESCEICLERT,

%2 0 NBICYD. JoeyNMT DFEETHS Julia Kreutzer KIC JoeyNMT2.0 ZEELTW/EEE LTz,

JoeyNMT DF#M(F. UTDmMXZSRUTKIES V. IDEDZFED/NISICEAT 21— —XY
Ta—2E, EBER\NT —FHEOTNET,
Kreutzer, J., Bastings, J., & Riezler, S. (2019). Joey NMT: A Minimalist NMT Toolkit for Novices.
In Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing
and the 9th International Joint Conference on Natural Language Processing (EMNLP-
IJCNLP): System Demonstrations (pp. 109-114). Association for Computational Linguistics.
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https://pytorch.org
https://ntradumatica.uab.cat
https://atmarkit.itmedia.co.jp/ait/articles/2206/29/news008.html
https://www.masakhane.io
https://www.uni-heidelberg.de/en
https://atmarkit.itmedia.co.jp/ait/articles/2206/29/news008.html
https://juliakreutzer.github.io
https://www.cl.uni-heidelberg.de/statnlpgroup/blog/joey/
https://www.cl.uni-heidelberg.de/statnlpgroup/blog/joey/

JoeyNMT2.0 D5 ovO—REAVAR=)b

JoeyNMT2.0 Z1Ab—)LLEF, Python 3.9. PyTorch 1.11.0. CUDA 11.5 DRIETEE=ZHERL T
W&,

$ pip install git+https://github.com/may-/joeynmt.git

7585, Google colab TlF. Python 3.9 [CHIETDLSTIVFER/BELTCI VAL 2UENHDDT
FRLTIEEN,

$ pip install git+https://github.com/may-/joeynmt.git@py3.7

FREHETIVERT

FRBEHETINEYIVO—-RTD

FTRBRICHAETDLS. EMEBFHETNELEBLELL. UTDOURL BT IVO—RUTEE L,
JparaCrawl E WS AREER/(SLIILA—/SATIELIZETIL %Y OF v oRrv b, BET 7). B
(CW) T70ILHEHE (E5CA) SNTVET,

$ wget https://www.cl.uni-heidelberg.de/statnlpgroup/joeynmt/tutorial_enja.
tar.gz

$ tar -xvf tutorial_enja.tar.gz

$ 1s tutorial_enja

avg5.ckpt config.yaml spm.en.model spm.ja.model src_vocab.txt trg_vocab.

txt
¥ 3 COETIVOFEEHEE. JparaCrawl D1V RICEDEET,
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https://www.kecl.ntt.co.jp/icl/lirg/jparacrawl/
https://www.kecl.ntt.co.jp/icl/lirg/jparacrawl/

193071 T8RE—R

JoeyNMT (ZIF Ttrainy tests translates &L\5 3 DDE—RAHDET, translates E—RZEERLT
AVIS0T4 T ICHIREER LU THEL £S5,

FoVO—RUIETAILYICADTND Teconfig.yamly 77 1ILEIEELTIEE L,

$ python -m joeynmt translate tutorial_enja/config.yaml

2022-05-01 22:01:45,749 - INFO - root - Hello! This 1is Joey-NMT (version
2.0.0).

2022-05-01 22:01:46,572 - INFO - joeynmt.model - Building an encoder-decoder
model. ..

2022-05-01 22:01:49,456 - INFO - joeynmt.model - Enc-dec model built.
2022-05-01 22:01:55,974 - INFO - joeynmt.helpers - Load model from tutorial_
enja/avg5. ckpt.

Please enter a source sentence:

I like apples.

2022-05-01 22:08:08,262 - INFO - joeynmt.prediction - Validating on 1 data
points... (Beam search decoding with beam size = 5, alpha = 1.0)

2022-05-01 22:08:10,779 - INFO - joeynmt.prediction - Generation took
2.5159s[sec]. (No references given)

JoeyNMT: Hypotheses ranked by score

JoeyNMT #1: FLFUVINFETT,

Please enter a source sentence:

AC

Bye.

BRETFIITHEESNC/IZANDSET IV b= F M- EDTEI 2 —ILHGHMAENE T, 'Please enter

a source sentence:; ERRSNEH, BIRRLIEWKZEADLET, SEFABLTVWDERIFEARHAETIVIFE

FEoBAREBOETIVTIDT, BEZAANLKLEEW, BARBROBEFHRRSNET, [Ctrl] + [C] F¥—

TAVIZOTATWRE—RERTTEET,

6 SERICES




KITICET3KL<HDEM

Q : NIF GPU DBRIBETA VIS UT«TRRZRA L6 TS — M HE LT,

A AVI ST TEIRE— RIE Multi-GPU [ZHIELTWEE AL Single GPU %7z13 CPU T LT
HTLIZEL,

Q : BEOER (nbest) ZHASEDZ&FTEXRIH?

A FL, HATEERT, Tconfig.yamly D Ttestings £2>3VI(C%HD "'n_besty DEZZEEL T
=LY

SZO50  BEERRO#LE

FEETHUSIEIERD O — 2 — SILEREIR(C/\SYALDED, RKICRSVRTA—N—T—FFTIF v
EHUCLEE., BRBROBEFBEINICALLEITTVET, AFTERSLOMEE. ABDEREERS
(FADIENENDONDCEEHDEETT . ZAMEREMERTIN. T—T5—ZVITDREZEZIFT
BEH. HELLEWDNTLWDRHE#HDET,
AZEROAD. HAH

BERDFEBEDIRVE. BROTYAX (EVEIEH) HEDT—FRA Y MERLEVWSHENFEA
ETY, BRERRICEDNDHNRT —¥TlE. BLXEHNIERVIEHD., BEDIREDIXHER DD
ENHDET, AIERORIIERSBASEBNEY XIDHRTH, PoS Tagging HEEARNAANRER
CH RO EBER TIFHARNMANRICHT LE—BLAWN (BRICHARNMEELTLEL) &
WOELSEHDET,
BETFH

ABERICHLT ™A1 EWSINLVZEFRT D HDVWEIANTFANIHULTZDIvIL TRR—
V1 ETFATDENDICNEYRTEFELD, HMEROENEIEEZEICRINITIT, BEDEE=
HATDIeHICIF. BRIGEFENOBEYSEEZMNERIERIDMNENHDET,
RHENZE

BWWMBIERTE, JIERCRAECENEVEEZFATDHBHEEHDEERT ., Covid-19) EWLW\o7BEE
(F. BERIICIIEBEBIET —YICFEAERNTVELATU R, $D0E. FILEESNIIZX
FREDIICXFZDEDNIFEESNALETILDERE (SV) [CAO>TLWENEWSZEEHDEFET, C
DESBRAMBZDIEIKZSTRNMRETT,
BWVERWKIERFESNIL

BIERICIE. Tfele—DDIEE EHERDEDFEANICIEIFELRZEA. D 1 DOREBEOXDEKZE
KIRITDEARBEOX(E, MBEOBEZIONFT, FICHARBICFREDPN (ThAC, U, Hig, T
B, BOBL) A 2ADEL) BE) £EL RELITEKRESIE—RICEREDFEA. Web
HSBEE TR SN IRT —FICE. EWICEIRICHETOWERWHHRE /1 XE—EHEL>TLEL
T, HEMHDEMERTIE. COKIBHVEVEHEIT —FHOET I ZFEFES D EICHEDET,
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https://atmarkit.itmedia.co.jp/ait/articles/2206/29/news008.html
https://arxiv.org/abs/1803.05567
https://arxiv.org/abs/1803.05567

EBATHBLEVWEWLEL

EEICF. BROEBKRNHS1ZD. HDVEFRBODORKICIFTTHELS TEDOEL; AAHOHNTLNDE
WoleCEBRLHBDET, ZDRIBLHNLEEVELIE, SEET1IH 1 MELTWVENZEEEZNT
9, FIZIE. FREMCEEOTOWTEREREINONLEVWEDZRIEPLOLND &%, HEET 'comparing
apples and oranges (VY J&ALYIZELND) ) EREIDENHDEIN. R1VETIE MApfel
mit Birnen vergleichen (UYJ&FEFIZEHND) ) EEDIDH—MNTT . COKIETL—XZER
IBICF. FEBODER "oranges « Orangen (AL>Y); Tpears & Birnen (7)) Z2F&EL
TWBEIFTIFEDEE A

CHUIHMBIRICIR OISR CTIEBDETEBAN. EDLSICKREDWRT —5Z&HDDN. EXLGETILZEN
BRI DIcHDUY —REEDKSICHERT DN EWO/eRBHNEBBEHDE T, EFOEMBRETILIFEA
EAEXRELTED HXBETRESNTVDEDDHIC(E, 2EPEADRREECEFEILEBNLSTRE
DIEAFRT —5 BB EEREIRICLTVWDEDEDBLHEDEB A COLIBREETRI DEHSE
BIPATT7HG, WRATHRINTNERT . FEEHD . BBEIRFR. BROERICROATCE>NIFD—D
[CHENIEEFEOTNET,

ETFIEET S

MERT —5 DEfE

JoeyNMT v1.x (. 1171 XDTL—VFTFAMNERDT7MILZEANELTRIFAITET . JoeyNMT v2.0
T. Huggingface @ datasets 217 ZUNBDANEIR—ELEL, CNIZED. XEYIZEDYISENK
SHARET —FDRVERSICHEDH U, S[Elld. datasets [CASTULD The Business Scene Dialogue
corpus ZfE>THDEICLERT,

id no en ja
190315_E001_13 1 |How is it going, Wayne? A BFRESTT?
190315_E001_13 2 |I'm not too bad. FHEHTY,

190315_E001_13 3 |Thank you very much for coming out today. | S BIEZRFHH D H & S,

Tty h~D—pl

JoeyNMT (3T =5 DIER (T71L/\R1EE) % config.yaml @ data o> 3> TEELFT, h—0UFT
A /=X FAABEDERNBECCTRECER T, FRIFFAAETIDTAIYICRAESN TS config.
yaml &R THKRL &S,
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https://github.com/tsuruoka-lab/BSD
https://github.com/tsuruoka-lab/BSD

13,

14.
15.
16.
17
18.
19.

20.

21.
22.
23.
24.

25.

26.
27.
28.
29,
30.
=ikn

32.

33.
34.
35.
36.
37.
38.
39.

40.

name: "tutorial_enja"
joeynmt_version: "2.0.0"

data:

train: "bsd_ja_en" # T —49 0/IXR (SEOHEIFhuggingface
datasets.load_dataset() @ path’iCESh3(E)

dev: "bsd_ja_en" # HERT—IDINA

test: "bsd_ja_en" # TART—H DI

dataset_type: "huggingface" # 7—#%#tv k&4 7 {"plain", "tsv",
"huggingface"}

dataset_cfg: # “datasets.load_dataset() ICiEEh3351#
ignore_verifications: True
i ol
lang: "en" # AHDSHEI—N
max_length: 512 # 1Y DORRKM—=7 V8 (ThiDRVWXIE, FIHERFIC
EREINh3)
min_length: 2 # IXYEEDORNMNS—7 8 (ThEhEWXIE., FIREIC
|EIN3)
lowercase: False # IZXFILTHINESH
normalize: True # ERLTIHESH
level: "bpe" # b=+ XL~ {"char", "word", "bpe"}
voc_limit: 5000 # FEEE

voc_file: "tutorial_enja/src_vocab.txt" # FBHE7 71ILD/Z
tokenizer_type: "sentencepiece" # b—% 7+ {"sentencepiece", "subword-
nmt"}

tokenizer_cfg: # =0 FAY (SRDFEFsentencepiece®TIN) ICHE

Enss51%
model_file: "tutorial_enja/spm.en.model"
trg:

lang: "ja" # HAEEI—FR

max_length: 512 # IXHEHEDDRRM =72 (L DRV, FIEERIC
|mEIND)

min_length;: 2 # AXUEDDOBMR—7 28 (Th&DEVWXIE. FlIREFIC
mHREN3)

lowercase: False # INXFICTEIMLESH

normalize: True # ERLTIHESH

level: "bpe" # b= F1 XL~ {"char", "word", "bpe"}

voc_limit: 9000 # FREEE

voc_file: "tutorial_enja/trg_vocab.txt" # T 71 JLDJ/LA
tokenizer_type: "sentencepiece" # ~—2 7+ {"sentencepiece", "subword-
nmt"}

tokenizer_cfg: # b=+ (SE0BElEsentencepieceEFIL) ITE
En33|¥
model_file: "tutorial_enja/spm.ja.model"

testing:

n_best: 5 # nbestt-r X

beam_size: 5 # E—LYA X (1Z2EET % &GreedyDecoding)

beam_alpha: 1.0 # E—LY—FDbrevity penalty

batch_size: 2048 # NNy FOHALX

batch_type: "token" # SZNYFOYA IEXDETROZID. b—IVDHT
RHZH

max_output_length: 100 # BRHAM—7 V¥
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41. eval_metrics: ["bleu"] # FHERE

42, sacrebleu_cfg: # sacrebleulCiEEN351¥

43. tokenize: "ja-mecab"

44. training:

45, load_model: "tutorial_enja/avg5.ckpt"

46. reset_best_ckpt: False

47, reset_scheduler: False

48, reset_optimizer: False

49, reset_iter_state: False

50. random_seed: 42 # LY —R

il optimizer: "adam" # BoBIEFILITY XA

52. adam_betas: [0.9, 0.98] # AdamDA ¥ g v

53. loss: "crossentropy" # 1BRBRAY

54, normalization: "tokens" # Ny FHEREXDETEIZN. =7 0ETEZN

55+ scheduling: "warmupinversesquareroot" # FEFEAT I 1—F—

56. learning_rate: 0.001 # FEX

57. learning_rate_min: 1.0e-09 # FEEOB/IVE (InETESEIIEOATFL—avE
16493)

58. learning_rate_warmup: 4000 # ZEEIA—LATIYTDRAT Y TH

59. clip_grad_norm: 1.0 # AR/ INLEZDETIIVITS

60. weight_decay: 0.0 # L2IEAHED 7 7 0 5 —

61. label_smoothing: 0.1 # ZRIERBIEDORFIT 17—

62. batch_multiplier: 1 # Ny 7ONRT— T DX TICEBT 2AMD/\y F#]

63. batch_size: 4096 # TNy FOHAX

64. batch_type: "token" # SNV FOYA XEXDETROZMD, b= Y0¥ T
REHDH

65. early_stopping_metric: "bleu" # JEZITEVIZ2EELLBIRE (ART—FICHT3BE)

66. epochs: 5 # TRy 78

Bl validation_freq: 100 # COBDNy FEUBIZ2LICNUT—2aV%ETD

68. logging_freq: 20 # ZOBONyFEUEBT RO/ ERRT S

69. model_dir: "tutorial_enja_bsd" # JU/IETILZEEZHT 745

70. overwrite: False # LETAINIDITTICHFEETREE, LBEETHEMNESH

7k shuffle: True # lET—YDIEBEEY vy IILTENESH

72. use_cuda: True # CUDAZESHESH

T fpl6: False # fpl6 \—77L>Y3YV) 2ESHESH

74. print_valid_sents: [0, 1, 2] # HERETFT—FYOAEHODI % logicRRd 5H

75 keep_best_ckpts: 5 # ETIEBEHTLE, FzyvIRAIY NOBDRZDEE
BA2EEE. HRET—7OFHERAIAFZHBVWEONSHEIRT 2 (-12EBEIT2LELTOF v IRA >
rDMRTFS D)

76. num_workers: @ # SNy FEHES collate_fn' (h—2F 10 ZX0I/INF+
) RNEBTZT—-Hh—0¥

Th 4 model:

78. initializer: “xavier" # BEHOAEAE

79. embed_initializer: "xavier" # HEFEEBEOHAHOAHEESE

80. bias_initializer: "zeros" # N4 7 RAIBOHERIL

81. tied_embeddings: False # BHAHBELIYOA—4F—T72—F—THEITIHNES
Fa)

82. tied_softmax: False # Softmax@% Ly 1—4—&F1—4—THETEMNES
A\

83. encoder:

84. type: "transformer" # T1—5—0DF%17

85. num_layers: 8 $ T —S=—D A
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86. num_heads: 16 # RILF~NY FOE

87. embeddings:

88. embedding_dim: 1024 # 12HAHEDRIT

89. scale: True # 1EHAHDEEVIET I ESH
90. dropout: 0. # BHAHBOROY S 70 MR
91. hidden_size: 1024 # Bn@oXxx

92, ff_size: 4096 # feed-forward@oRIT

93, dropout: 0.3 # ROy 77 MRS

94. layer_norm: "pre" # LAV—IERIL=ERT BME
95. decoder:

96. type: "transformer" # 7A——D51T

97. num_layers: 6 # TA—49—0OL1V7—#

98. num_heads: 16 # TILF~NY RO

99. embeddings:

100. embedding_dim: 1024 # 1BAHEDRIT

101. scale: True # BHAHDEZVIETIHESH
102. dropout: @. # BHAHBEO RO Y T7 U NEE
103. hidden_size: 1024 # BNEDRIT

104, ff_size: 4096 # feed—forwardf@DR&iT

105. dropout: 0.3 # FOw 7770 NEESR

106. layer_norm: "pre" # LAV—ERILEERT BUE

joeynmt/configs T4 /L5 [CREBREDTY TILHEONBDETDTEEL LTSN, XISYFHS
ETILDIGEZEIROHDHE(E. scripts/build_vocab.py TEEI 7ML ZERLET,

1. $ python scripts/build_vocab.py tutorial_enja/config.yaml

config.yaml TIEESN/ R CER T 71N TICHEES BBAE LESSNTLEVETOTEELTL
EEW, FIEHFE. RAVERTRERE, BEEDAHLAV—ZEANSTE. HASETHBELLVLEE (tied
embeddings) (&, joint A7 3> (—joint) ZRELTLIEE V. ANERB. HASBTERE LT 71ILH
DEEEFESEDENTEET,

F<HBEM

Q : data £7>3>® normalize % True [CERXET DE. EDKDIFREREATONETIH?

A : Python ®E )L Tunicodedata; ® NFKC EER{EABEAESNET, L <(F tokenizer.py D
BaseTokenizer 72 RZ=& LT EE L,

Q:AANEB . LAHEETHEDE= (Joint Vocabulary) Z#ERLTWNEY, @& 771U Tsrc_vocab.
txty Ttrg_vocab.txt) (F7Fh—0F AP —DETILI71IL) ZRIRICERURIFNIZIEDFEAN?
AVWWZ, BEI7MUIEFE 1 DTRIKRTT, AUT7IMINAD/INR%Z, src & trg DHEAICEREL T
=LY

Q: RISYFTETINZIELET . BET A XBFEDLSITRDIZSINTIN?

“ —SBRICES




A JParaCrawl DX I(FHZE, KHFBERIC 3 5 2000 BEOEEZFIAL VLT, HOMESEZH
LCHT. dev T —F TORATNRERH DIEZRAT 2ONEENE LNEBA. VOLT 5L, HEY)
IBEEYA XZERDDAFZRELCVDAREHDET .

Q:JoeyNMT 1.x TENDNTUE 1 17 1 XOTL—VFERANERDT— 5%, JoeyNMT2.0 TEZD
FHFEVWTT,

A JoeyNMT 1.x DERE 77 1ILERBUKSIC, train. dev. test (CHRFELDT71IL/I\R%ZEIFET
EFXT, BRICA—TFAXTENTVDT —FDHE(E. level = Mword") LIEEITDHET. #AX
R=—RATREENDKSICHEDET, 1L, Th—IF A XEHXARINR—ZXTOD join [CFO>TLESDT,
BPE A El&dN /=T —~ D155 (& BaseTokenizer 75D post_process BHEEEZE L T/EE L,

T DI
config.yaml @ training £33 T/INGX—5—&IBEL. ET/ILDIIEZHIELED,

1: training:

2. random_seed: 42 #-FuF N~

3 optimizer: "adam" # BBELFZILTY XA

4. adam_betas: [0.9, 0.98] # AdamDA T3y

5. loss: "crossentropy" # BRI

6. normalization: "tokens" # Ny FHREEZEXOHTE S =708 TE SN

Tk scheduling: "warmupinversesquareroot" # FEHEIAT I3 —7—

8. learning_rate: 0.001 # PEHE

9. learning_rate_min: 1.0e-09 # ZEROFIME (ZhETERZ LTI TL—>av%E
F1549%)

10. learning_rate_warmup: 4000 # EEEIA—LTYTOITY T

lale clip_grad_norm: 1.0 # AR/ INLEZDETIIVYVTITS

12: weight_decay: 0.0 # L2IEAHED 7 7 0 & —

13 label_smoothing: @.1 # INIVEBIEDRFILT 1 —

14. batch_multiplier: 8 # Ny 7O =T BETICER|THERD/Ny FH

15. batch_size: 2048 # ==y FOHAL X

16. batch_type: "token" # SNy FOUA XEXOHTRLZ D, =22 D¥T
HRHZBH

17. early_stopping_metric: "bleu" # HlEZ{IEV)2BELRIRE KT —F T HE)

18. epochs: 5 # FIET ARy 78

19. validation_freq: 1000 # COEDONYFEUBTEZERNIVT—3v%T 5

20. logging_freq: 200 # COHONyFRWEBT S ICOTEZRRT S

24 model_dir: "tutorial_enja" # IELIEETILEEEHT 7AILY

223 overwrite: False # ER7ANIDNTTICHFETIEE, LBETINESH

23, shuffle: True # WRT—FDIEBE> v v 7T EHESH

24. use_cuda: True # CUDAZESMESH

25. fpl6: False # fple \\—2FLYY3V) £ESHESH

26. print_valid_sents: [0, 1, 2] # BRT—YOAZEEOX%ZloglcRRT 5H

217, keep_best_ckpts: 5 # ETIEBEHIEE, FvIR1 Y boED COEE
BZ558E. BET—YOFHMAERATHBVEDONSHIRT 2 (-12BEITRELTOF v IRTY
KDMREFES N D)

28. num_workers: @ # SNy FEESZ collate_fn" (h—2F 17X /NF+r

v7) ZBI BT —H—DH

12 —BRICRES




EFILOERIL model Eo¥ 3V TIEELE T,

1. model:
25 initializer: "xavier"
3. embed_initializer: "xavier"
4, bias_initializer: "zeros"
53 tied_embeddings: False
b\
6. tied_softmax: False
h
74 encoder:
8. type: "transformer"
9. num_layers: 8
10. num_heads: 16
11. embeddings:
127 embedding_dim: 1024
13, scale: True
14, dropout: @.
154 hidden_size: 1024
16. ff_size: 4096
17 dropout: 0.3
18. layer_norm: "pre"
19. decoder:
20. type: "transformer"
242 num_layers: 6
22. num_heads: 16
23 embeddings:
24. embedding_dim: 1024
25% scale: True
26. dropout: @.
21 hidden_size: 1024
28. ff_size: 4096
29. dropout: 0.3
30. layer_norm: "pre"

* H ¥ ®

# B %

H ¥ B H HEH B

H

EH O LFTE

BEEI2HIAHDHEA{LTTIE

INA 7 AIADFEE &
BHAHBEIYA—F—ETFA—F—THEITZIHES

Softmax@& Ly 1—4—¢& 71— —THETEZNES

IvA——=D7 17
IvIA—45—0OL1v7—#
RILFAY RDEL

B &IAME DRITT
BHAHDEZVIET H2MhESH
BHAKRBO ROy 7o NEE
FEnEoRT

feed-forward/@ DT

ROy 770 Nk

L V—ERzERT 5AE

FA=Y—DF41 7

# FA——-DLA1V—¥

£ 3

H B H H R BB

TILF~Ay RO¥

1B 8DIA B DXRITT
BHAHDEEVIET EHNE S,
BHAHBOROY F7 0 MR
Eh/EORTT
feed-forward/@DXRIT

ROw 779 Lk

L1 —ER{bE BRI HME

BRETFAIVAEF/=5. train E—RT joeynmt Zi2ELEF I,

$ python -m joeynmt train tutorial_enja/config.yaml

T —IhHmMAEN, ETILAERENT,

D1 TL—>3a v BEDET, model_dir (C1E.

Bllicy gl

ETIWDF Y IRAV B, logger DEAT7 )b, FFKT —5DOFHHEAIF Tvalidation.txts AECEE‘RSND

f. tensorboard DO 74N ECCICERSINET,

DF7TVaVDRRIEEREETT,

SRR RS (C T ST %= (FDZE T, tensorboard T

$ tensorboard --logdir tutorial_enja/tensorboard
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BRET 7LD training €22 3a> Ty NS X—5—% False [CRETDE. FLILET IO

EHOBRTEXT,
1k training:
2.1 load_model: "tutorial_enja/latest.ckpt"
3. reset_best_ckpt: False
4, reset_scheduler: False
5 reset_optimizer: False
6. reset_iter_state: False
7ir model_dir: "tutorial_enja_resume"
8.

model_dir [C(3. FUTRTDIFRDEEE(FESRID/ARZRELTLIEE W, BU/\RZEE T DEFHIEID
IR CREFSNIF Y IRA Y M EEESNTURSCEAHDET,

EONDF TV IRAY DI EEDCET. LNDONIREFAEBSNDENMONTVET  COF Y

OIRA > SDF%EED =D R T S, scripts/checkpoint_averaging.py HEHEEINTNET,

$ python scripts/average_checkpoints.py --inputs model_dir/*0000.ckpt
--output model_dir/avg.ckpt

F<HDEMH

Q : data 2> 3>® voc_limit & training £2> 3> ® batch_size (FAAESATLLSH?
A:datattZ>3>® voc_limit (F. EBEDH. DEDEBEER(F/CIZ—UBN—UVETT, FIZILE
EHH 1000 DEE, ETIHARDOS—I2ZF RS 2D, 1000 BEOEFEIOEENBVNEDZEERIT
EIZIEDET, training £223>® batch_size (. =Z/\WFDKRKEETY, batch_type /' token D
& &, batch_size TIHRESINIHDM—IVZEOESICZTZ /Ny FHIELNET,

Q : "RuntimeError: CUDA out of memory.; EWSIS—HAHET, N\vFHA NS UTEED
SEBDDIFEETIZWNTT,

A EL GPU DHZIBPEDDTHNIE. GPU DEZEEPLLTLEEL. GPU DA RSN TNDD
THNUL, training 723> batch_size Z/\&< (FIZIEH2IT) L. 2D, batch_multiplier &
(BIZIFFFIS) BOLTHTLIEEW,, IIERBEIERGOTLEVWEIN. RED/\YFUA XZHRFT
EXI (FH(F gradient accumulations &WSF—T—RTRERLTHTIEELY)

Q: "EBDON\YFHAX (FESPOTHRBTERIAH?

A IO TL—2a VA RESHIIC train.log ICRRENS Train stats D. effective batch size @
IEECHERTEERT,
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2022-05-02 16:16:43,980 - INFO - joeynmt.training - Train stats:
device: cuda
n_gpu: 4
16-bits training: False
gradient accumulation: 1
batch size per device: 2048

effective batch size (w. parallel & accumulation): 8192

Q: ETIHYAX (LAV—HEE) PHD/\A/N—/\SA—F —DEIFEDELSITROTHLNTIH?
A COBEMBICEBNLEEZIIBVLIICBVNET, FHEDT —FIEVNT —FTHlRSNIcETILER
L. AFENTOD@HXXPMEDY —ILF Y STRASNTWST JAIEDEZRT FHL THDDIERE
NMELNERA, ZOMBZERIC, HOMESBZEHLTCH T, dev T -y TORIATNRERN >lEZ
BATZIENZNTT,

SEXEATR

KORLZ 2 —FIVEBBIRZZ 0T WA DI, SE(C755 jupyter notebook FEHDF1—KUT)L7%EH
DHZEFTCHET, FHHEEETEMTED, I—RPREEELD T, REBENEF LA TERHEDOND
3T,

« Annotated Transformer : SV X T4 —N—7—FFTI/F v CHEODNTVWDIEDTREENEDLSICEHE
SNDONEHRSNTNEY

+ Annotated Encoder-Decoder : #MERCTEONTNDIYI—F— - TI—-F—ET/ILOLHEIZ. T
VINA—RNORERCENTERT

« Translation with a sequence to sequence network and attention : PyTorch THHEIERET /L Z/ED
THDF1—KIUFILTY

« Transformer model for language understanding: Tensorflow CTHBEIRET L EE>CHDF1—hKY
7ILTT
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http://nlp.seas.harvard.edu/annotated-transformer/
https://bastings.github.io/annotated_encoder_decoder/
https://pytorch.org/tutorials/intermediate/seq2seq_translation_tutorial.html
https://www.tensorflow.org/text/tutorials/transformer

TTIVEFHES S

JoeyNMT Tl&. MHEDFHTIC sacrebleu &WS 517 SUZEBERALTVEY,, sacrebleu [FHMEZETIL
DFHfie L C—MAYE BLEU X077, ChrF X7 ZMATEXRY ., REJ 7 7LD testing ©r> 3> TFH{HIC

BB/ OAXA—F—%HELXT,

1. testing:

2 n_best: 5 # nbest

3. beam_size: 5 # E—LY—04 X (1%238ET % &GreedyDecoding)

4., beam_alpha: 1.0 # E—LAY—FdDbrevity penalty

5 batch_size: 2048 #t NNy FOHLX

6. batch_type: "token" # SNy FOUA XEXDETRDZN h—F7 2 DET
R B H

Tie max_output_length: 100 # MAHEAM—T V&

8. eval_metrics: "bleu" # FHMEBRE

9. sacrebleu: # sacrebleulciEENd35|18

10. tokenize: "ja-mecab"

JoeyNMT % test E— RTRREILF T, FHIICELZWF v IRTY MABERNICEZ SNTUWERWEE(E.
model_dir DD best.ckpt HMEHNET,

$ python -m joeynmt test tutorial_enja/config.yaml &#8211;ckpt tutorial_enja/

avg.ckpt

2022-05-02 18:22:11,223 - INFO - root - Hello! This 1is Joey-NMT (version
2.0.0).

2022-05-02 18:22:11,224 - INFO - joeynmt.data - Building tokenizer...

[...]

2022-05-02 18:23:39,560 - INFO - joeynmt.prediction - Decoding on dev set...
2022-05-02 18:25:53,451 - INFO - joeynmt.prediction - Evaluation result (beam
search) bleu: 11.01, generation: 131.5355[sec], evaluation: 2.0884[sec]
2022-05-02 18:25:54,992 - INFO - joeynmt.prediction - Decoding on test set...
2022-05-02 18:28:23,234 - INFO - joeynmt.prediction - Evaluation result (beam
search) bleu: 11.57, generation: 147.7790[sec], evaluation: 0.2176[sec]
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https://github.com/mjpost/sacrebleu

F<HDEMH

Q: Bole&SBBENTEE Ao

A SFESFBRANEZEZONE T, FIFEBHFZR THEL LD, train loss [FTFAOTVEIN?
validation loss [F A TVWEIN? JoeyNMT @ FAQ T. T/\wTD7zHDLIEEELTTIAVRE
ENMBNAESNTVNEY, Ffoo T—IDTIAUXYN h=0F1E—23Y, TqLFIUVT,| EBET7
TIVDHEBEEBEER T D EZEHTNET,

Q R—RFTVDETFTIVEDERVWAATHHEFEL/z. COEISHEINICER THDENZDTLLSHS
A SVUELY—ROERTZEZ CRUREDERZREDRL. EOREXDT(ICESDENEHDIH AN
£, sacrebleu (& v2.0 T bootstrap resampling. approximate randomization & W\S> BB ERE
(Significance tests) ZH/R—hLELIze CDEIBITITIUEFESTENBRNESHANRDIEE
TEET,

SEE. yaml OFRET 71ILZEFDC. JoeyNMT ZXR1T3 A F=MHinLE L, £ 2 Bl JoeyNMT %=
NRINA RS BHEEFEVEFT, JoeyNMT DigHE. A—REFRAILD, ESBRR DT DIDONBESTHDR
T, REE JoeyNMT DRAZERLCWLEIFTDELD. EEAERZITHRNLTVWEXRT,
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https://karpathy.github.io/2019/04/25/recipe/
https://karpathy.github.io/2019/04/25/recipe/
https://aclanthology.org/W04-3250.pdf
https://aclanthology.org/W05-0908.pdf

Discord ®F v b bot TZa1—3)LigwENERZ
HAZD TJoeyNMTs DHRYNA XICDWTEHER

BERLECKD GEEFNRNATEOCVND "Za1—3)VEmEIER,, ZDH A%, BDTEINDL
BB FRATHELED, & 2E(FI—RT—XZEIC TJoeyNMT,) ZHAINA XS B ER.
Discord MF+ s bot [CHEAHAL T E =R LET

(2022 €07 B 21 AH)

INTIIRIVO REDETFRICEE UEND NAREVNDIRUT WUy, ORRICED> TS AHT
9. VIUEVE, Al BIRNMOEIRXDIRE. RFa XY hOHB., BRSO ETETZ 1 DICTDERT
5‘y |\77F—A_C“§_o

21 EE BHEBRTIL—LT—7 TJoeyNMT) OBE. 1VRh—ILAE. ETIVEIIRY 277 E=BN
LELrc. SEIE JoeyNMT EHRINA X 2 EEBHENEL—RT —RERZIEH BN LET,

JoeyNMT (&, fthDTL—LT—I[CHARTI—RDITHTI~ 102D 1. F7IILETEL~59D1 F"
EWSEIZVIIEBRENERT, BREBBEI1—IUEILONDASTVET, BHEBDTFCHIFEELDRY
FY—2T SOTA (State-of-the-Art) [CIEEIE ARV FY—IZAOAT7&EHUTWNET, £7/7/\WI BT stack
trace /=X BB, TS5V NET A LI NUBEDSHNT TED T C IS —EAERLLTONZDEX Y R TT,
¥ 1 OpenNMT-py. XNMT &DLLETY, FillE TJoey NMT: A Minimalist NMT Toolkit for Novices: &8 L T/ZE L,

ZNTIF. A—RT—ATEIC JoeyNMT ZHRINAXT DA EZRTNERL &S,

JoeyNMT Th—UF 1 —ZLEIBIC(T

JoeyNMT (37 74)URT Tsubword-nmts Tsentencepieces &W\5 2 DDYTT—Rh—=0F 1 —(ZxF
IELTWET, TlE BIDR—=0F 1 —ZFIBLIEVEEIFESTNIEFLNTLLDD,

=2+ 15 —(3 Tjoeynmt/tokenizers.pys TEZRCTETEI, HlELT. TfastBPE) ZHLSEALTHE
L&Do

fastBPE (& subword-nmt % c++ TEELS1T7SUTT, "SubwordNMTTokenizery 7> %& &S
3CEICLED,
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https://github.com/joeynmt/joeynmt/blob/main/docs/benchmarks_v1.md
https://arxiv.org/abs/1907.12484
https://github.com/rsennrich/subword-nmt
https://github.com/google/sentencepiece
https://github.com/glample/fastBPE

16.
17.
18.
19.
20.
21.
22.
23.

class FaseBPETokenizer(SubwordNMTTokenizer):
def __init_ (self, ...):
try:
# fastBPES A 7S5 U%A Vik—hk
import fastBPE
except ImportError as e:
logger.error(e)
raise ImportError from e
super().__init_ (level, lowercase, normalize, [...], **kwargs)
assert self.level == "bpe"
# codes_path ZHUS
self.codes: Path = Path(kwargs["codes_path"])
assert self.codes.is_file(), f'"codes file {self.codes} not found."
# fastBPEA 7Yz Uk
self.bpe = fastBPE.fastBPE(self.codes)
def __call__(self, raw_input: str, is_train: bool = False) -> List[str]:
# fastBPE.apply()
tokenized = self.bpe.apply([raw_input])
tokenized = tokenized[0].strip().split()
# RINORSPEEOHERNICE ST X > TWIDER
if is_train and self._filter_by_length(len(tokenized)):
return None
return tokenized

CNT fastBPE TOL—0F A AW TEDLSICHEDFE Lz, FRET71ILT Ttokenizer_type: "fastbpe"”;
CEIRTEDLDICT D6 " build_tokenizer()s T "FaseBPETokenizery Z2HUHEDLIICLET,

1l

def _build_tokenizer(cfg: Dict) —> BasicTokenizer:

[...]

if tokenizer_type == "sentencepiece": [...]
elif tokenizer_type == "subword-nmt": [...]
elif tokenizer_type == "fastbpe":

assert "codes_path" in tokenizer_cfg

tokenizer = FaseBPETokenizer(
level=cfg["level"],
lowercase=cfg.get("lowercase", False),
normalize=cfg.get("normalize", False),
max_length=cfg.get("max_length", -1),
min_length=cfg.get("min_length", -1),
#xtokenizer_cfg,

fastBPE [Z(Z codes 77 TILAAMETI DT Tcodes pathy HERE T 7ML TIEESNTWDZ EZHEEL
FL&S, SEIEAL "FaseBPETokenizery A7z ERIESICLTVETD,
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e

h—oF =D T _call ()1 3. F—FEy B2 RERDHTEICHOEENES, fIX
(¥ TPlaintextDataset; Tl&. "get_item()s ATREUHEEINTNET,

1 def get_item(self, idx: int, lang: str, is_train: bool = None):
2 [...]

3. item = self.tokenizer[lang](line, is_train=is_train)

4 return item

DFED. IR, FRIKFD Tfor batch in data_iterator:y ®1F7L—>3>T I getitem_ (); AAd—
IWENBIZONTh—0F 1 ZADBEHEFOHEINDZE(CHEDET, CNid. BPE dropout ZHAHEICT D
TEHDEETT, HEL. HLKBATEI—UF AT -—NEVHEZHLEE LD, WDOERFSIEZIR
LD T 2DTHNISE. T —F 5w+ AHRFICIFOHEND Tpre_process()y Th—UF 1 XD E%R
SLTLZE W ("BaseTokenizers (232 "MosesTokenizers ZHIFALERIDEIDEENSEITH
DERI),

JoeyNMT THEEERI1—5—ZZTEIBICIE

JoeyNMT (& Torch.optim.Ir_scheduler; ([ A o> T L\ % "ReduceLROnPlateau; "StepLR;
'ExponentialLR; D, transformer TK<fEHNSD "Tnoam RT¥a1—F—; ZEXRELTCVWET, FIDFH
KRTI1—F—&ENWBEEEFES LI LN TLEDH?

FEERXTY1—7—I[F Tjoeynmt/builders.py; TEHRCTEXTI, Fl&LT. Inverse Square Root X4
Ja1—-)LEEALTHET,

class BaseScheduler:
def step(self, step):
B
self._step = step + 1
rate = self._compute_rate()
for p in self.optimizer.param_groups:
p["lr"] = rate
self._rate = rate
def _compute_rate(self):
10. raise NotImplementedError

O 00 N o U B W NP

'BaseScheduler; 75XIZ. #FDATYVITODREBREA T T4 XA DINOA—Y—(TETEONEREIN
TWEY, ¥BXZEEID " compute_rate()s B#EA—/\—F1RULET,
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Inverse Square Root 27 ¥a1—)UId. ATVTHOZFERICKEHTDLSICEEREFHEITET, MX
T. warmup OHREIL, FBERAIRFEITEINTDES(CL. warmup DIRHODTEZ BNIEBR(CEET DL
S1%¥ (decay_rate) ZHEILFT,

10.
11.
12.
13.
14.
15,
16.
17.
18.
19.
20.
21.

class WarmupInverseSquareRootScheduler(BaseScheduler):
def __init_ (
self,
optimizer: torch.optim.Optimizer,
peak_rate: float = 1.0e-3,
warmup: int = 10000,
min_rate: float = 1.0e-5,

super().__init_ (optimizer)
self.warmup = warmup
self.min_rate = min_rate
self.peak_rate = peak_rate
self.decay_rate = peak_rate * (warmup *x 0.5)
def _compute_rate(self):
if step < self.warmup:
# WRIEICIEI
rate = self._step * self.peak_rate / self.warmup
else:
# 2EDIL— b IR EA
rate = self.decay_rate * (self._step ** -0.5)
return max(rate, self.min_rate)

% [E&EA L7z Inverse Square Root A7 I 1 —Z—ZRET7IINOSRIRTEDL3IC Tbuild_
scheduler(); ZZELXT,

(o]

10.
11.
12.
13.
14.

def build_scheduler():
[...]

if scheduler_name == "plateau": [...]

elif scheduler_name == "decaying": [...]

elif scheduler_name == "exponential": [...]

elif scheduler_name == "noam": [...]

elif scheduler_name == "warmupinversesquareroot':

scheduler = WarmupInverseSquareRootScheduler(
optimizer=optimizer,
peak_rate=config.get("learning_rate", 1.0e-3),
min_rate=config.get("learning_rate_min", 1.0@e-5),
warmup=config.get("learning_rate_warmup", 10000),

)

scheduler_step_at = "step"
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e

gz Eh CTHRRTLICER. ZDOHBLICECANOBRTEDLD. FEEOEREF TV IRIVKNC
RELCVET, RTI1—F—CREINEZEENRLDIcH,. RTI1—5—T&IC. EOERERE
FTDDNEIEET DRENHDET,

Inverse Square Root 2731 —5—DHE. T IAILNTHRESNDRATYITHEZDATYIRDZE
BE(CMNZT "warmup, "decay rates Tpeak_rate; 'min_rate; Z&REFELET,

1 class WarmupInverseSquareRootScheduler(BaseScheduler):
2 [...]

3 def state_dict(self):

4, super().state_dict()

5. self._state_dict["warmup"] = self.warmup

6 self._state_dict["peak_rate"] = self.peak_rate

7 self._state_dict["decay_rate"] = self.decay_rate
8 self._state_dict["min_rate"] = self.min_rate

9. return self._state_dict

10. def load_state_dict(self, state_dict):

11. super().load_state_dict(state_dict)

12. self.warmup = state_dict["warmup"]

13. self.decay_rate = state_dict["decay_rate"]

14, self.peak_rate = state_dict["peak_rate"]

15. self.min_rate = state_dict["min_rate"]
BEREBOHAINTIX

BWMERTIIZ<DHE. RELY OE—DEEEHRELTEDNTED. JoeyNMT TET TAILMIHED
TWET, BREHZHARIYIALIZWGEE, E5FTNUFENTLLOIN?

BREHIT Torynmt/loss.pys TEECEEXT, FE3ETFELCVWDEFRMRTUEELED "CTC Loss.
EHENDERBE#HZE. PULERDLTCICTEALTHELELD. BEFD XentLossy 7 5RZEHAELTH L
WIZX T™XentCTCLossy ZfED. PyTorch TE&RSNTL\S CTC Loss ZHFUHLET,

CTC Loss Z#stE 3 2. blank KA N—I VLTRSS HENHD. ZD blank Df=sHhD~—2> ID
EIERELLZFNIEZLZDEE A, FiL< blank b—7VEEZELTELVDTIN. SEIZBOS h—27Y T<s>,
TREITBCEICLET,
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https://pytorch.org/docs/stable/generated/torch.nn.CTCLoss.html

1. class XentCTCLoss(XentLoss):

7 def __init_ (self,

3. pad_index: int,

4, bos_index: int,

5% smoothing: float = 0.0,

6. zero_infinity: bool = True,

7. ctc_weight: float = 0.3

8. ):

9. super().__init__ (pad_index=pad_index, smoothing=smoothing)
10. self.bos_index = bos_index

11. self.ctc_weight = ctc_weight

12. self.ctc = nn.CTCLoss(blank=bos_index, reduction='sum')

™XentCTCLoss) Tld. I CICHARETIMOE—E CTC DEMMITEMNZEIRIISICLET,

1. class XentCTCLoss(XentLoss):

2. def forward(self, log_probs, xkkwargs) -> Tuple[Tensor, Tensor, Tensor]:

38 # CTC Loss ODOFEICHERIEHDA kwargsic A>TV EZHER

4, assert "trg" in kwargs

54 assert "trg_length" in kwargs

6. assert "src_mask" in kwargs

7E assert "ctc_log_probs" in kwargs

8. # REIVIMOE—Z2HETES LS ICER

9. log_probs_flat, targets_flat = self._reshape(log_probs, kwargs["trg"]l)

10. # RETLVMOE—%ZFHE

11. xent_loss = self.criterion(log_probs_flat, targets_flat)

12. # CTCIRAZE

13. ctc_loss = self.ctc(

14. kwargs ["ctc_log_probs"].transpose(@, 1).contiguous(),

158 targets=kwargs["trg"], # (seq_length, batch_size)

16. input_lengths=kwargs["src_mask"].squeeze(1).sum(dim=1),

17/5 target_lengths=kwargs ["trg_length"]

18. )

19. # XEIYMOE—ECTCOEHMIEMESTE

20. total_loss = (1.0 - self.ctc_weight) * xent_loss + self.ctc_weight x
ctc_loss

21. assert total_loss.item() >= 0.0, "loss has to be non-negative."

22. return total_loss, xent_loss, ctc_loss

BRBEHL. ETILD forward(): THEIENE T, joeynmt/model.py DEZUERHRZZE L "XentCTCLoSS,
EHOHEDESICLERT,
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1l
2

3.
4.
5.
6.
o
8

9.

10.
11,
12.
13.
14.

class Model(nn.Module):

def forward(self, return_type: str = None, sxkkwargs):
loool
# BEOTI-4F—HADM, CTCOEHDLAYP—HhSDFI—-F—HAHEE
out, ctc_out = self._encode_decode (*x+xkwargs)
# FA—4—HHDICH L. log_softmax (& h—2 VDHER) #5tH
log_probs = F.log_softmax(out, dim=-1)
# NwFoLlciBkzitE
if isinstance(self.loss_function, XentCTCLoss):
# CTCLAY—H5DHAICDVWTH, log_softmaxEFtE
kwargs["ctc_log_probs"] = F.log_softmax(ctc_out, dim=-1)
# XentCTCLoss®forward() &MU HY
total_loss, nll_loss, ctc_loss = self.loss_function(log_probs, xxkwargs)
[...]

IO TOINT =23 VIEONDDIEEMMITEMTHSD "otal_lossy 2IFTIN. ZNENDOEKREHDZF
BHiRZ=7 0Oy ~F D726, nll_loss: "ctc_lossy HRIKIICLTLET,

i

5 1—%— (joeynmt/decoders.py) [Z. CTCLoss DtED/HDL AV —ZEMLE LT,

class TransformerDecoder(Decoder):
def __init_ (self, ...):
[y
self.ctc_output_layer = nn.Linear(encoder_output_size,
vocab_size, bias=False)
def forward(self, ...):
[...]
out = self.output_layer(x)
ctc_output = self.ctc_output_layer(encoder_output)
return out, x, att, None, ctc_output
class Model(nn.Module):
def _encode_decode(self, ...):
[...]
out, x, att, _, ctc_out = self._decode(...)
return out, ctc_out
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b—=OUNRFIVT1T "BRIERORDEL) ZFE<

BHEROENERTLLH2DN, #DELTY, AIZIE. EBERLTVWDEAETIILZALC wmt20 TA b
Y b T, UTOLSGHNERER LI U,

A 71:"He begged me, "grandma, let me stay, don't do this to me, don't send me back,""
Hernandez said.

HA  TBEHBEvA. BEHEPA. BIEHEvA. BlEHEPA. BlEHEPA. BEHEPA. BIE
BB BEHBrA. BIEHEvA. BEHEvA. BlEHEvA. BlEHEvA. BlEHEPA. &
EHEvA. BlEHEPA. BlEHErA. BIEHErA. BIEHEPA. BIEHEPA. HBlEHERAL

BRAWICIE, BEETIHCOIITRDBRUICEVERESITCLESDON EZEZDBENHDERI, T
FZDFRACEBEAAET . ETIHCOESEEDIRUICHEVERZEIDIRO/LEE, ZOHERE ANRBIITEL
FBRETHERS BN E NS MIERENE T EEEZ T,

JoeyNMT 3. EMRY —FEE—LY —F D 2 BEORREEREL VKT, £55% 1 AT VI I DHINDIE
[CHER T D auto-regressive. DEDZDRT VI X TICEMRSNIZRT! prefix ZE>TRO—I >V ZFRILE
9, £ZC. ZORTYITETICEBESNIRT prefix ZFAN, ZZICTTICHRLICh—0V(F, RO—T>
PRI DRCHERETIFBIEICLET,

COBIXTVRIE TBIFBEvA. BlEHErAI ETERULILECATRON—IVZFATDE. ETILOD
FHEZORREICRFDE "BEHEPA HMBREEROEWNN—IV[CHEOTLEVNET, £C T 9TICC
DR prefix (CHBELTWD "BEHEpA1 D—TYVDEEZANBWICTIF ERSNEVNELSICTOYIL
£SEWVWIDIFTY,

search.pys @ Ttransformer_greedy(); ZRTHEL LD,
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1.  for step in range(max_output_length):

25 with torch.no_grad():

3. out, _, _, _ = model(

4, return_type="decode",

5. trg_input=ys, # 3 ClcERShicprefix&iEd
6. encoder_output=encoder_output,

7. encoder_hidden=None,

8. src_mask=src_mask,

9. unroll_steps=None,

10. decoder_hidden=None,

11. trg_mask=trg_mask,

12. return_attention=return_attention,

13. )

14. out = out[:, -1] # logits

15. # TODO: repetition penalty / ngram blocker% Z & T#EMH
16. # boLbERSBVWN—7 v ERAE

17. prob, next_word = torch.max(out, dim=1)

BERATVITREEENBVWN—IVERAITBHIC. ETILOES (out) ZRIELTENETODRTYITH
BRENZ~—20> DHEE%E TS repetition penalty ZEALFET,

def penalize_repetition(tokens, scores, penalty):
scores = torch.gather(scores, 1, tokens)
scores = torch.where(scores < @, scores * penalty, scores / penalty)
scores.scatter_(1, tokens, scores)
return scores

Ul B W N

CCT Tpenaltys [C[F1 KOKREVEDENADET, FIZ(E Tpenalty=2) DHBE, I TICHIRLIcb—2
VOWEERE 25D 1 (L EWSEKTT,

repetition penalty (&, I TICHIRL/Z2TD =IOV DBEXRE—RICTIFDESICEHETFRT., LAL. BIXEE
BAZEDRE M3 BEFEHREIRIDAREEND D KRELRFIN T —ZRUI<BVNEEEHDITLLD. £
CC. 9 TICHIRUIZRT prefix D Ngram Z5tEL. RICEKT DE—T VN ZD Ngram [C—E T 25HE (&
X% 0ICTDEVNSHEEHDET,

RIC T BEBEPA, . BIESEPA, ' 1 EVWDRF prefix B o7& LET, 3gram DigDRLET
Avogdiga T HBlEHsra’, . !, 'BlEHEvA s & L ' BIEHERA ", 1 D2 D0 3gram 3T
[CHIBLTWBZEICEDET, CDOXRF prefix DRICKDS—IVIMRIC " BIEHEvA ") I2o7mE. ERID
2 h—oVEBDET T BIEHBEDA ., BlEBEvA T EHoTLEN. TTICHELE 3gram O350 1
DE—HLTLENET, T TICHRL 3gram E—HITDKOBh—IY "HBEHEvA ") ZRIEN—TY
(banned_batch_tokens) &L TRL. ERSNEVNELSICZOHERZ Mloat("-inf"); TEEELET,
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16.
17.

def block_repeat_ngrams(tokens, scores, no_repeat_ngram_size, step, xkkwargs):

hyp_size = tokens.size(0)
banned_batch_tokens = [set([]) for _ in range(hyp_size)]
trg_tokens = tokens.cpu().tolist()
check_end_pos = step + 2 - no_repeat_ngram_size
offset = no_repeat_ngram_size - 1
# BIEN—=UVDBBENMRLET
for hyp_idx in range(hyp_size):
if len(trg_tokens [hyp_idx]) > no_repeat_ngram_size:
ngram_to_check = trg_tokens[hyp_idx] [-offset:]
for i in range(1l, check_end_pos): # ignore BOS
if ngram_to_check == trg_tokens[hyp_idx][i:i + offset]:
banned_batch_tokens [hyp_idx].add(trg_tokens [hyp_idx] [i + offset])
# Bobp-ofcBUEb—7YORAFICF L, —infERALET,
for i, banned_tokens in enumerate(banned_batch_tokens):
scores[i, list(banned_tokens)] = float("-inf")
return scores

ATITURZEVNSTACPUICBL. £§Y—0JIVR, Eh—02% 1 DS DI —TUENBEIEN—I V%
BLTWBIENHEHAONEESIC, ngram blocker ZfE S S HRFRICH D BRFENZE LIEARLET, GPU D
WHMBICKDT RN\ T —IZBIEW<IEWEE(E. repetition penalty Z#E S C&ZRETLTZE LY,

CCT Trepetition_penaly: 2; ERELT. £5—ERUAIXZL<EUEBETILAST I—RLTHET,

A 71 :"He begged me, "grandma, let me stay, don't do this to me, don't send me back,""

Hernandez said.
HA: TEIEHBErA. AXSETESDT. TNEBELENT, EoTNEWLD) E/N\—FUTREENE

L/TC.O

BRULICED, —EHRUh =IOV ([FERSNICLLKEOTVET,

"no_repeat_ngram_size: 4, ERELTHET,

A 71 :"He begged me, "grandma, let me stay, don't do this to me, don't send me back,""

Hernandez said.
B TBIEHBEYA. BlEHEPA. TNPSEL, EO2TINEL, & ALFVUTRIFEVNELR.

4gram KDRWVWIL—XD#EDIRLZTAOYvITETVED,
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e
FREDFHRATIE "HBEHEPA'T BN DDE—IUTHBERELCVNE L, BEHLTVWSETILT
FHBTD—Rh—OV&EFESTED, EBRER—TVLNILTOERFUTOLSICHEOTVNET,

c'r, 's', 'g'y, "o, "BeA', 'V, B, T, T, "hBe ', !
AV e A S T = T = S V) BN - S TR C (S
YL, Ty rEeE, e, AL, ety e, T RIET, TE T, T LELIE
Yyt T, T</s>]

20HD T&,'@F,)'3', "5, A NMERSNDECATHAEED TH, ', 'H', " Be
Al @D 4gram ZEEFDIHIC M BoA 't DE—IVIFREENEEATLIED. ZORDDIC "B )
EWSHIDR =0 VNEEN. ZDRDATVYIT "A'Y EWSh—IVUNREGVERZEHE LI, £
DFER. Bh—IVEFEELICBALNIVTRDE. HIEDERDRLTNDKIICRZIEI, BPEICLD
=0 1E—2aVIFEDEHDBDDT. Ngram Blocker ZE>TEHEZ DL SHERELNILTDIED
RUIFEIDZET,

JoeyNMT TP 723y (FEE) ZAHLISICIE

JoeyNMT (ZIE. RNN (Recurrent Neural Network) 7—*F7UFvhA STV 01— —&T1—45—FH0D7
Tr2avEdOyhIdATIaVHRABSNTVEY, Transformer 7—F 7o F v CTr7rava7OvE
FBICFESTNIERNTLEDN?

NIVFANYRRSVRTA—Y—TIF. 7Tr2aviE1DTIEHDFERA. 2TDOLAV—. ETDAY RANE
BB TEBRINTVEY, IVIO—4¥Y—BIIEC7TVYYava, TA—4¥Y—BIIECT7TVYavEIORT
TYIavEFOCVWERY, SMElE. RELAV—DIOX7TUoavzRDEHL. £ TOAY ROFFZER o1
EDETOYRTDEICLET,

NILFAYRTZ T3 v(d Tjoeynmt/transformer_layers.pys TEZRSNTWET, Msoftmaxs ZEo7c
BOEZ. 2 TCONYRTEILCRILSICLET,
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1. class MultiHeadedAttention(nn.Module):

7 def forward(self, ..., return_weights=False):

3 looal

4. attention_weights = self.softmax(scores)

5. loool

6. if return_weights:

7. # INTOANY ROFH%EES [batch_size, query_len, key_len]
8. attention_output_weights = attention_weights.view(

9. batch_size, self.num_heads, query_len, key_len

10. )

11. avg_att = attention_output_weights.sum(dim=1) / self.num_heads
12. return output, avg_att

13. return output, None

MransformerDecoderLayery TVAOXFP T avZzstETBDHRIC Mreturn_weightsy 750 %#EZX25K5

[CLFRT,
1. class TransformerDecoderLayer(nn.Module):
22 def forward(self, ..., return_attention=False):
e loool]
4, h2, att = self.src_trg_att(
S memory, memory, hl, mask=src_mask,
6. return_weights=return_attention
7 )
8. [...]
9, out = self.feed_forward(h2)
10. if return_attention:
11. return out, att
12. return out, None

floeynmt/decoders.py; DTV TA—<Y—FT1—4—T, RIKBOEE(C Treturn_attention; 757%

True CLTT7 TV avDEHFERETDEIICLED,
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1. class TransformerDecoder(nn.Module):

22 def forward(self, ...):

3. looc)

4. last_layer = len(self.layers) - 1

S for i, layer in enumerate(self.layers):
6. X, att = layer(

7/ X=X,

8. memory=encoder_output,

9. src_mask=src_mask,
10. trg_mask=trg_mask,
11. return_attention=(i == last_layer)
12, )
13. [...]
14. return out, x, att, None

floeynmt/search.py; @ ftransformer_greedy(); T. T1—49—NDiRO>TCELTF TV IVDEZEZR
TYITTYURNIHEML. BRELTHALED,

1. def transformer_greedy(...):
7 [...]
S # FTroyavOEERETINESH
4. return_attention: bool = kwargs.get("return_attention", False)
3 lonol
6. # FTFvavOEEENT SO0 L —ZARILY —
7. yt = ys.new_zeros((batch_size, 1, src_len), dtype=torch.float)
8. [...]
9. for step in range(max_output_length):
10. # EFILICRD N—0 Y OREEHNETFTAZES
11. with torch.no_grad():
12. out, _, att, _ = model(
13. return_type="decode",
14. trg_input=ys,
15 encoder_output=encoder_output,
16. encoder_hidden=None,
17. src_mask=src_mask,
18. unroll_steps=None,
19. decoder_hidden=None,
20. trg_mask=trg_mask,
21. return_attention=return_attention,
22. )
23. [...]
24. if return_attention:
25. # CDATYZTTIA—RUERIprefixOREDO~—7>DF T3 3 > DEZBMN
26. att = att.datal:, -1, :].unsqueeze(1)
27. yt = torch.cat([yt, att], dim=1) # (batch_size, trg_len, src_len)
28. [...]
29. # BOS—-symbol Z=AHw bk
30. output = ys[:, 1:].detach().cpu().numpy()
chil- attention = yt[:, 1:, :].detach().cpu().numpy() if return_attention else
None
32. return output, attention
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CNT. FIVRITA—N—TET7TVYa3VZETAYRTEDLSCHEDF LI, JoeyNMT ZTANE—RT
RELTHELLD, CDRFIC, T--save_attentiony A7 3> [}F5D& LEED "transformer_greedy(); D

Tkwargsy [C Tsave attention=Trues NEESNET,

$ python -m joeynmt test config.yaml --save_attention

TARZYRMZIASDTWSETOXD7 T2 avE7OyhLERIDT. TAMY MIEFTAY kUIcWXEIF

EANTELKSCLTLTEE Y,

BRGNS, BFSNTVSAE, RHOETILTIEHEDENWEEERBT7 1V AV MMIRoNEEATL
feo 7TV2AVHORBMRDBDEET T1 VXY MNEMDBUIEWNERIE, TIA YAV RDIZHDLAY—ZA
NBBEDITRNDENELNERBA. HDIEERINLCNDHIELT, SEXTICHEETI/ILAMSTOY KL

TUTavEBRELIEVWERNET (CES5TRAESNTNET)

urned

natarlich
tedlen
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alle
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AnpassungsEE
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https://github.com/joeynmt/joeynmt#iwslt14-deen

e

matplotlib DIRFICLOTIE. BEREDITAY MXFLIFLTLEINELNE A, ZDHEEIF. H
REICHB UL TAY NERETDRENHDET, LELDTOv MIIE IPAexGothic ZERLTVETD,
loeynmt/plotting.pys ZRDESICESHRZTIEE L,

iy loosl

2. matplotlib.use("Agg")

3. matplotlib. font_manager.fontManager.addfont("/path/to/ipaexg.ttf")
4, def plot_heatmap(...):

5. [...]

6. # font config

7. rcParams ["xtick.labelsize"] = labelsize

8. rcParams["ytick.labelsize"] = labelsize

9, rcParams['font.family'] = "IPAexGothic" # support CJK

10. [...]

A=a=45—23>»Y—)b Discord)s ADF ¥k bot Z{E>THES

ZINBIF JoeyNMT THlELAZET V%, 12245 —>3>Y—)b Discord; EDFv vk bot &LTE
NI TEZEBNUET

Discord 7 AU Y h&EH—/I\D#ElE
Discord D7 Ho0Y hA B WEE(FEFR—ITT HIV M EEBRLET,

—y

Fhor MERR
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https://discord.com/register

BNTH—N\ZER T DRy T 7Y IDREXRITDT ™HIIFILOER [TEHET,

#H TDDiscord—/\—EERT
)

Y—N—k, BRLETLYEFRERTIBHTT.
=12 TEBEROHEL &£ 3,

AU TFILOERE
FUTL=hEHBE

& —n

o
* School Club

fJoeyNMT) EWSHARIDY —/N\EEDZEICLET,

P—N—ENZAII1X
iLwh——DaEfNEF &R =
HUEL &S, BEATRENE

JoeyNMT
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Y=\ ER CER LT
e TLYE  AYSSIY  2THER  REE

REFIT17

SRELHHMZIRETT ...

Bot Application D1ERX

RIZ. Discord ORFRER—FIVICTIEAL. 7TV —y 3V ETRRERLED,

m DEVELOPER PORTAL - -
Applications New Application (1)

Applications Find the perfect feature set for your game in our Game SDK, and sign up for Server Commgite to start selling directly in
your server. Get started by creating a new application. We can't wait to see what you méake!
Sort By: Date Created

330 small QR Large

My Applications

You don't have any applications yet, sad face.

—BRICES



https://discord.com/login?redirect_to=%2Fdevelopers%2Fapplications

TIVT—2avAEREELET,

CREATE AN APPLICATION

Are you a game dev? We may already have your app in
our database. Reach out to our Dev Support for more info
and to claim your game!

NAME

JoeyNMT

Cancel Create

Fr vk bot BMDNY V%D ) w3 DL RBONYT 7V ITH DTS

Bot m

SELECTED APP

& JosyNMT
SETTINGS

A General Information

Build-A-Bot
ﬂ\ OAuth2 Bring your app to life by adding a bot user, This action is irre ole (because robots are
* ot
B Rich Presence

\o. App Tester

—BRICES




CCTFYY b bot BDT7 I AR—O VN ERSNE T, BTHECHEDEIDTEITHEET,

Bot

SELECTED APP

= Bring your app to life on Discord with a Bot user. Be a part of chat in your users’ servers and interact with them directly.
L& JoeyNMT

SETTINGS

A new token was generated! Be sure to copy it as it will not be shown to you again.
Build-A-Bot

USERNAME

JoeyNMT

TOKEN

Authorization Flow

PUBLIC BOT

Fublic bot:

REQUIRES CAUTHZ CODE GRANT

REFICMEBIRURLEEMUEST  AO—TDto> 3>V TBot %, /\—Zv¥ 3>y Dtz 3> TAdministrator

EEIRUET, ERSNIZ URL [CTSOYDBT7I2ALET,

OAuth2 URL Generator m

— Generate an invite link for your application by picking the scopes and permissions it needs to function. Then, share the
&7 JoeyNMT

URL to others!
SETTINGS
& General Information SCOPES
9, OAuth2
Ly General

Ly URL Generator

BOT PERMISSIONS

GEMERAL PERMISSIONS TEXT PERMISSIONS VOICE PERMISSIONS

Administrator

—BRICES




SELECTED APP BOT PERMISSIONS

Q‘ JoeyNMT

GENERAL PERMISSIONS TEXT PERMISSIONS VOICE PERMISSIONS

SETTINGS Administrator

Ly URL Generator
% Eot
B Rich Presence

= App Testers

GENERATED URL

https://discord.com/api/oauthZ/authorize?clierimm

EDRYT7YITHREEXRT, CCT FDITERLICY —/N\EROYITIUNOBIRLET,

D piscord

ABF IV -3y
JoeyNMT sk
Discord lCHE#

Yr=s =T
JoeyNMT

DY =/=0t=/-FRaRFSETY

Frotil

—BRICES




EREERZESZDCE=HRUCHIALTT,

@ piscord

Vg
2

ABF IV ir=irg
JoeyNMT =k
Discord b 8

o s 2oth

JoeyNMTDJoeyNMTICLI FOMBES A S L EMBLT
LHEEW,

v EEH

CNTHREF—EDIRDDE LT

) piscord
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Y—/\[CRDE. Fvvh bot MEIMESNTNEY,
JoeyNMT » general

general

JoeyNMTA L S

_g DHTOA Y E—TEZ>THS

B osconrruEsorn—k

JoeyNMT.

Fvv b bot HAIUT ~DIER
Frvhbot DR )T & UT. discord.py 51725 U%ZFELNET, discord.py [ pip ANV RTIV R ~—

IWTEET,

$ pip install discord.py

TIFRZUT K~ (discord_joey.py) ZEWVWTWEFRL &S,

REESATSVEAVR—RLET, RED/\—RTERLIEF ¥ Y b bot D7 ERAN—UV &X' )T HNC
| el U S

[

import discord

[a]

# access token

TOKEN = 'your-access—token-here'

A W N

Fvvhbot(CIFEH, HREDETIINZFALET (EBEHETINERHBLCVERIDTIFIALLE),
JoeyNMT D145 7+7E—RIZ single GPU £L<I3 CPU TEIELET,

—BRICES
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https://github.com/Rapptz/discord.py

CFG_FILES = {
'en-ja': './models/jparacrawl_enja/config.yaml’,
'ja—en': './models/jparacrawl_jaen/config.yaml'
¥
DEVICE = torch.device("cuda") # DEVICE = torch.device("cpu")
N_GPU =1 # N_GPU = @

ARV EEZLUET, “on_ready() T JoeyNMT DEZFEFEHET LZZFRMHAF. "on_message() THIR

ZRITEDICLERT,

1. client = discord.Client()

2 @client.event

3. async def on_ready():

4, [...] # EFILOFEHAF

Sq @client.event

6. async def on_message(message):

7/e [co.] # XvE—IDKLSBRUTET

ETILDFTEMHAHE Tjoeynmt/prediction.pys @ translate(); SIFIEFRECFIETITVWETD,

1.

O U A WKN

10.
11.
12.

def load_joeynmt_model(cfg_file):
[...]
# R¥v 7S5 UEEE
src_vocab, trg_vocab = build_vocab(cfg["data"], model_dir=model_dir)
# ETFILEWBRE
model = build_model(cfg["model"], src_vocab=src_vocab, trg_vocab=trg_vocab)
# RESNLCF v IRL Y EDBITA—F EFHHFAD
ckpt = resolve_ckpt_path(None, load_model, model_dir)
model_checkpoint = load_checkpoint(ckpt, device=device)
model. load_state_dict(model_checkpoint["model_state"])
if device.type == "cuda":
model.to(device)

N—=UFAH—. AAZEstring h'Sid ([CEBRIDIVIA—F—ZBRL. TVISTIT1TE—RDIZHD
stream dataset Z{ED X9, stream dataset (SFIHIZZET. AINEDIEZDHEFT vV 1=BFHLET,
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https://github.com/may-/joeynmt#jparacrawl-enja--jaen

15.
16.
17.
18.
19.
20.
21.

def load_joeynmt_model(cfg_file):

[.v4]

src_lang = cfg["data"]["src"]["lang"]

trg_lang = cfg["data"] ["trg"]["lang"]

# h—0F1Y—

tokenizer = build_tokenizer(cfg["data"])

# T>O—45—

sequence_encoder = {
src_lang: partial(src_vocab.sentences_to_ids, bos=False, eos=True),
trg_lang: None,

}

# ATV T4TE—ROHOT—FEy hATII

test_data = build_dataset(
dataset_type="stream",
path=None,
src_lang=src_lang,
trg_lang=trg_lang,
split="test",
tokenizer=tokenizer,
sequence_encoder=sequence_encoder,

WONDT ATV TATaVv%E, AVIII0T4TE—RICHIGTDLIICEEMRET,

1.
2I

0 N o v s Ww

def load_joeynmt_model(cfg_file):
[va4]
test_cfg = cfg["testing"]
test_cfg["batch_type"] = "sentence"
test_cfg["batch_size"] = 1
test_cfg["n_best"] =1
test_cfg["return_prob"] = "none"
test_cfg["return_attention"] = False

Xyt —2%ZERT B "translate()s Tld Tjoeynmt/prediction.pys ® Tpredict(); ZHETHLTVNET, Xv
t—YVICIF. BRAAERS EEBYY Tja-en/s £/zIF Ten-jals DV TWLWDEDEL get language tag().
TCD

ERBYTERENTITVEY, EBYIVDREICEDET. BRBEREIRELET,
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1. @client.event

2. async def on_message(message):

3. # Ay—IEBEBY T ERXICHITS

4. src_input = message.content.strip()

L) lang_tag, src_input = get_language_tag(src_input)
6. if lang_tag in CFG_FILES:

7. # BERZEES

8. translation = translate(

9. src_input,

10. model_dict[lang_tagl,

11. data_dict[lang_tagl],

12. cfg_dict[lang_tagl,

13. )

14. # BIREREZRY

5% await message.channel.send(translation)

GitHub ®YURI KJ(Z Tdiscord_joey.pys Z7Y7A—RUTHDEIDTSEICLTLKIEE W, TlE. FE1T
LCTHFET,

$ python discord_joey.py

logged in.

Joey NMT: en-ja model loaded successfully.
Joey NMT: ja-en model loaded successfully.

EFILAAO— RSN E=ER LS. Discord FTFvwk bot [(CEELENITHET, EBY I EMITDD
SN,

JoeyNMT g general

general

JoeyNMT.

JoeyNMT Hak <

fia-en/ ThiRTA T,

JoayNMT #5E <0 5.4
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BRERERLKNTVERT ! EITSNTVWDIENER TSR,

=1 Yul bw

SEIFI-XT—RICEDETIoeyNMT ZHRAYNA XS 2 EZ@HRUEUIc. BROZFUAZRIDY —
WFYRTRBLESETDE COMBEDI-REESHMIDNENHDERT, JoeyNMT DiFE. EITAE—
RZEEFRIEHDRBIBERFFEALEENTE ST HRDBELIEFTELEVERLSNEAENSOLPS
NELNFEA, LU, BOFRTRWMENWTWDEEZRECEKECEDDRF>ETEREHT RN\ T I
RUTWEY,

HEWHERZEZRIDTIT7IEH>TE. BEDIL—LT—ITIIREN#HLAZTZEKLDA. python 7
AU 2=V 7 PBERE BUEICEDEAEHTHIEVNDLEDAD . JoeyNMT ZE > TESIEo>MNFITHENIE
FZL\TI,

REF, EEAAONSTFRIN (XFERIL. BIR) ZERTEDLIIC. JoeyNMT Z=EE I DFIBZHE
L&,
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'JoeyNMT, THET—Y%ZFE->/-BEITHEH.
SRMRETIVEED

FBERLECED EEFIBANEAFEOTVD TZa—2)UEHER.. Z0HEsZ. BHTEHL
BHBZRATHELED, % 3[EF "JoeyNMT, ZFFEICHLS BT, EEDHPEFBRD
GRATETVRY—TYRTRETINZBELTHELL D,

(2022 408 B 17 B)

INTIIRIVO REDETFRICEE UEND NAREVNDIRHMT WUy, ORRICED>TLSAHT
9. VIUEVE, Al BIRNMOEIRXDIRE. RFaXYhOHEB., BRSO ETETZ 1 DICTDERT
E‘V l\jj—_bx_t\\g—o

25 2 [E(&. Discord DF v b bot CZa—Z)LEMEIRZH T AEE "JoeyNMT) DHRINA XA E%

BMLELIC, 3 3EIE "JoeyNMT) ZEFEICHIGSET, EERDHAPERBROYRIETIVRY—T VR
(E2E) TR<ETINZEREIDHEEBNLET,

TEEIERRE YRAIE

HEtEE#R# (Automatic Speech Recognition: ASR) &WX(E, HDEEBECOEEDANZERIFMIF. &
BZEESRCULTFANERTIYRITY, BEEmN (Speech Translation: ST) (& $DEZBCEEFDA
N2 RFF2ERERCTIN, BIDOSBICEHRENTFANEHANT DI XU TT, SEHENT D E2E (3.
ANBEDSECEETRILEY. F1LINIRIDEEDTFANEERT DETIVICHEDET,

PIZIE. BARBEFZANLCZORABEZESECIDFIEHETARHAIAT. BRBSZFZANLTCHRK
BENESEISNDEBLKI T LI NIREDTFANMIERENDDIF E2E EFFRIRV(CHEEINE T,

AEETIE. BERHEEEMRZEDE T, Speech-to-Text (S2T) FRIEMERIZEICLET,

TVAR=
S2T D7zp®A—R%& GitHub [C7YTO—RL&EU. £ TRIRIRIDSAVAR—ILLTIZE W,

$ pip install git+https://github.com/may-/joeys2t.git
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https://www.yarakuzen.com/

ETIVDIEL

THFANDEMBIRDETILEN—XIC, S2T [CHIGSEDIcH. UTDEI1—)ILZRELTNEXT,
1. AHATA—=<vh
2. 7 %1% (CMVN. SpecAugment)
3. BHAHLTT—
4. TVA-4—/73-5—
5. CTC %
6. £ (WER)
[Enmdar)—)[namdor [EnmdnrHDnmdnr pred. Tokens
_ 1d-Conv
Xent Loss BLEU |:> Xent Loss BLEU
SpecAug CTC Loss WER
CMVN
. JoeyNMT ) X Joeys2T 4
Src(input Tokens ) Trg ( true Tokens Src(Spectrogram ) Trg (" ture Tokens

ENTIE—D—DFLLETOEXL &S,
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ABATA—T v
AB D ZARZ OIS A

EFICEEEANT D, £OBFER (waveform) (& S2T ¥ZAVICEVTHEDRVEHMES (VR E
Hho Za1—JIRY MOBITNRIDURN D, BEANRISATILAEFEND, EHICTL — L8, Hitdh
[CRE#HZES>TETIL—A. BRBICEIFTZIRILF—DERE % 2 RIS TR T DRHEENTEFRHEI R
ITILLEODNTER LT

AN SO S LAOHMEAEIIEONMEENHDEFIH. ABDOEFEDERET(CHF{L L7z Mel Filterbank &
WSZTHZERALTWD@mXHN. E2E EFI/ILCIIERICHOTVNET,

100 150
timeframe

200 250 300

MZT, AR OIS L7EHE T DRIDER RORE T, 5/ 1 ADERPCAE— REBLEENTHND
CEEHDFET, FIHEBOE (BRME. FFEFEE(CLDIHEILE) [CEODENZTVNEEFEXYT—FICK
B274IWEIVTR, REBEODRD/INSVRERBEVNDLIEETONDENHDEY, SEIFT LYY
JEI. TIEYNMIAOTVWSEERFEZZDEREEDST Mel Filterbank A7 +OT S A=l LET,

FEECTEABLEIN AR SATTLADESHHFET ZICEDKHMERMBTELSINIE. wav2vec &
WORHENIMNLOBEZRBFETEESEDFEN 2019 FICRESN., BACIHARSNTVLEY, SET
TIHESTSKLBERSBELEIZIDERIIRELTEBL L O7L ST, S, wav2vec i"EFERDY X
I OEFHIEE LTE<KAVSNBLS(CEOTIKDTREBLES * Y,

% 1 : Fine-Tune Wav2Vec2 for English ASR with Transformers
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https://ai.facebook.com/blog/wav2vec-state-of-the-art-speech-recognition-through-self-supervision/

Hh: FEFEXL

HEDZERHTIITIVT 7Y ROXFENHASANILELTEONTVNET, L. BPE DFENLEEST
LIBIZEDSFED S2T THEH T T — RLALDAEINEHSNIVCED T —ADMER CEE LYY, k=071
RITDVWTIFERNICIETFANDEBEIRDE EEFEAEZTDDEBAN, B (CV) YAXIETFID
HEIER KD NS HERTENZNESTT,

K2 MICERILFUVHILIZAIANDISAET. IPADRERLSEES/D. HR (Phoneme) ZE /DI DITRERESNTVET
(https://doi.org/10.1109/ICASSP.2014.6855086 7). https://arxiv.org/abs/2009.04707 75&. XFLANILDOAEIETTT—RLA
WDREIZE LB UEMEESEICLTH TS,

HEDREE, THFIARDRILEBEFREDET, Z—&1 EVWEVWKEADESEILY. HEETE
HEESNEWVERRPHEN OCHREDRSEIMDRVCD EEERTICINAHIMFLREZIERILLIEDT
DIENZEIFONET, FICFEDOEONLT —FEYhTE THEF) ) BERFESNTOVEVEENESES
LTFRANMIADTVBIENSZAHDET, CNOEWDRRVVED, b—0F1XLEDIBRRIC T(HRF)) 19
FESNIENKD 1 DDO—IVELTRSIBEDTRKEHETT,

ANT =5 DAFZmRZNTHINIEBEZRE T HE(E. ETIVICEDERE. HASNEBSECLICERHERZEN
TRIEBUEBNDBECBDIEEHDET,

JoeyS2T K&

JoeyS2T Tl BEE 77 MILA\D/INREEERILTFAREETICANIZ tsv T71ILEANICEDLDICL
TWEY, Tsrcy DFllE, .wav BEDEBRRE I 71L&, .npy DANRI AT S LT 71L&, BULIZ zip
T7AINRE)A MATEY FOVWSNADER TANEEAD/(REEELET *Y, FEEEERRI~NOY
SAICEALT D78 torchaudios @ sox warpper ZFIBELTWET, COZTHRIFREANHDDT, JlEz

WRHDENICHON UHIHELTHBE. numpy @ 2 RTESIELTRELTHLZEICLET,
% 3 fairseq S2T D ANFRKITHEMLTNET,

id Src n_frames trg

Libri h -
1272- cllnl:::fle ;;2;;1:; 104/1272- 584 mister quilter is the apostle of the middle
128104-0 classes and we are glad to welcome his gospel

128104-0000.flac

LibriSpeech/dev- A S . .
::zio“-l clean/1272/128104/1272- 480 :r?at'r:sh?::'t‘zrttzrllters manner less interesting

128104-0001.flac

LibriSpeech/dev- he tells us that at this festive season of the
1272- P year with christmas and roast beef looming

| 1272/128104/1272- 1247
128104-2 clean/ /128104/ before us similes drawn from eating and its

128104-0002.flac ; -
results occur most readily to the mind

flac 771V 7%=HEE LI

47 SERICES


https://ieeexplore.ieee.org/document/6855086/
https://arxiv.org/abs/2009.04707
https://pytorch.org/audio/stable/torchaudio.html
https://github.com/facebookresearch/fairseq/tree/main/examples/speech_to_text

1688- fbank80/1688-142285- 504 i really liked that account of himself better than
142285-3 3.npy anything else he said

1688- fbank80/1688-142285- 446 his statement of having been a shop boy was the
142285-4 4.npy thing i liked best of all

1688- fbank80/1688-142285- 428 you who were always accusing people of being
142285-5 5.npy shoppy at helstone

.npy DART AT S LT 7V AEETE Lifl

id Src n_frames trg

he hoped there would be stew for dinner
1089- . turnips and carrots and bruised potatoes and
k80.zip:561307 4: 1042
134686-0 fbank80.2ip:56130780594:333568 | 10 fat mutton pieces to be ladled out in thick
peppered flour fattened sauce
e fbank80.zip:78098607294:104448 | 326 stuff it into you his belly counselled him
134686-1 4P ' Y y
1089- after early nightfall the yellow lamps would
fbank80.zip:90906859847:211648 | 661 light up here and there the squalid quarter of
134686-2 the brothels

Zip 77 1IN EEATY haigE UIZf)

COANRI AT SLDHMEEAT tsv T7MIVDERES DAY )T ML R U,

$ python scripts/prepare_librispeech.py --data_root $WORK_DIR/LibriSpeech

LibriSpeech ¥ =%t v hE, EEDEFRHIRI TLLEONBIRNYFIY—ITT, 960 BREDEF=ZE
CREBZT —FEY T, FAORFETIF ERLIEICH 1 BADDE L, Feo FUVO—RUICEDEFREE
WMEHLEZARI SO S LDT 7 EEHEDE 160GB BEDARESICHEDET, TARIBREITEFREL KL
=L

LibriSpeech LIAZEZE DYV TILDRIUT A JoeyS2T I[CADTWET, RIDT —Ftw hEfELEL
BHIFE. CORTVIVTREESBRIDECAINOLIRHTHTLIEE,
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2. =%k (CMVN. SpecAugment)
CMVN

Cepstral Mean Variance Normalization: CMVN (&, 2RI =AY SLADATEDFEI9%Z 0. 2EiZ 1129
BDETAT—IDROY /A A= &F T DERILFETY,

BAVRIVADANRY NAT T 2 RITERHIDIF, DEVEETEL. 1V ATV AT EICF %S| WNTHELCE
5F%E (Utterance-CMVN) &, 2 TOAVRAYVIANSFY, DEESTEL. D 1 DDEEFESTERILTD

Fi% (Global-CMVN) @ 2 BHEH'HDET, JoeyS2T TIFETE D Utterance-CMVN ZFEEELTLOEYT *,
% 4 : Utterance-CMVN & Global-CMVN D E(Z, https:/arxiv.org/abs/2011.04884 TO@ER/NSEICIEDET,

SpecAugment

BEBZEHITRELT, SpecAugment EIE(ENDVRFV I ZBALET, SpecAugment (F. AT KO
JSL0EE, KE#AR (FEERS). AREAE KFEEE) ESVILATEATIYRAITINSDFETT, Y
RO UISHFAIZ. ZDA VATV ADANRI SAT S LDFIETEHTCLENE T, RITRYITEDTVRAIVR
MFUHSNBVICESYRINBRENDD T, BUICT —yBENSELIDNREHDET “7,

X5 EGRIBEODE T, ANAA—IZEELUIDRELIEDTDEE, INVCHUTRELGERERL CT —YHEBPITDICBTND
MELNEEA.

B
&0
£ 40
20
0
L] 50 100 150 200 250 300
timeframe

AA=DELTF, BELEZLTCWTERTHEOFERNBRTIND, N1IDRELEDOEVNTEVEDERK
BHLIFECZ D6V, BVWEORRETEIEITONATWTENZREESTHICIDE VN EENREEL
THE. XA o#EHERHINEELTLWIRBENHRECEDEVWSILOBRRAZBBLTHTILE L,
SpecAugment DY RF > J(d, ZOBEBEEZEDISEEDZERLIMICED ANDETRFEEZEIF. KO
NARGETINZEDCEICEBMLTVNDEVWZET,
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https://www.sciencedirect.com/science/article/abs/pii/S0167639398000338?via%3Dihub
https://arxiv.org/abs/2011.04884
https://arxiv.org/abs/1904.08779

JoeyS2T ¥

CMVN. SpecAugment (& Tjoeynmt/data_augmentation.py; TERINTNEY, CCCTERSINIY
S2%, b=UF AN ENDY IV I THEHRALET, JoeyNMT v2 TlE, /\vFAFTL—23>DHTT
VRIVAEBMSTLD (F—yhd T__getitem_ ()1 BE#ESR) OCh—231F—HEENZDT,
1 DDA VRV ATHEROESIVRAVZEATDHENTEERT,

16.

# joeynmt/tokenizer.py
class SpeechProcessor:

def __init_ (self,

[...]

[...], xxkwargs):

self.specaugment = SpecAugment (#kkwargs|["specaugment"])

self.cmvn =

CMVN (skkwargs [ cmvn'])

def __call__(self, line: str, is_train: bool) —> np.ndarray:
# tsvIZ7A4IND src’ S TIRESNENAMSEE T —IERHFAL
item = get_features(self.root_path, line)

[...]

# CMUN(IE#L) 3T RTDsplitDF—#IE A
item = self.cmvn(item)
# SpecAugment (% RF4) T —2ICER

if is_train:

item = self.specaugment(item)

return item
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3. BHAHB LAY —

BEANDARI AT I AIFE. TEARDAAICENTRIIRA 10 FEEREDET, LibriSpeech D
dev £y hTHEITDE. TFRAMDYTT—RRIIROPRIEF 17 THDDICH L. ARISOATSLTL—LA
HOHPRIEL 590 E1EOTNET,

8OO

Freguency
=
=

=
=1

700 1

GO0 1

500 1

200 1

100 ~

dev-clean

= median {390}
BN frames

0 500 1000 1500 2000 2500 3000

Freguency
B e & B B 2 B B8
(=] = = = = = = (=]

g

=}
i

dev-clean

— median {17]
BN franscriptions

o 20 40 &0 80 100 120

CDESBRVRINERSVATA =X —TRSDIS, FEMNXRTEREDE CTER#ETI, £ZT. AARG
ERHAHLAV—TCELLTNMDBIYI—Y—ETLSICLET, KHEEARICEHFAD 1d-conv ZEXRS1 R
2 TnEEAT2ERIIRE 2n LTSI CENTEXT,

EEIANRI SO SATIE

CADDTL—LH DD =Ty =IO VITHIHGLTVNDEWS Z&FHFEDEL,

BHEOTL—LD1DDY—T Y=oV ERLTVWDEENFEAETT, BEODCODLSHTREEEZD
&, BHAHDERICIDIEEREEMICINEZ TEDDTIFENWTLLSDS
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JoeyS2T R

1. # joeynmt/encoders.py

2. class ConvldSubsampler(nn.Module):
Sk M LRTTEMABRICEB YT YT
4. def __init_ (self,
S in_channels: int,
6. mid_channels: int,
7o out_channels: int = None,
8. kernel_sizes: List[int] = (3, 3)
9. ):
10. super().__init_ ()
1y self.kernel_sizes = kernel_sizes
l7, self.n_layers = len(kernel_sizes)
13. # n_layersO@/E(FLRTLBIAHAT—ERGVITS
14. self.conv_layers = nn.ModuleList(
15, nn.Convild(
16. in_channels if i == 0 else mid_channels // 2,
17. mid_channels if i < self.n_layers - 1 else out_channels *x 2,
18. kernel_size=k,
19. stride=2,
20. padding=k // 2,
2% ) for i, k in enumerate(kernel_sizes)
22. )
23. def get_out_seq_lens_tensor(self, in_seq_lens_tensor):
24, # DXRF A T3 O EAPSRIIRERDS
25N # https://pytorch.org/docs/stable/generated/torch.nn.Convld.html
26. out = in_seq_lens_tensor.clone()
2 for k in self.kernel_sizes:
28. out = ((out.float() + 2 * (k // 2) - (k-1) - 1) / 2 +
1).floor().long()
29. return out
30. def forward(self, src_tokens, src_lengths):
31. # DataParallelUCTLAN\yFOIWHTRICEARIEENEUET
32. max_len = torch.max(src_lengths).item()
33. assert max_len > @, "empty batch!"
34. if src_tokens.size(1) != max_len:
g5r src_tokens = src_tokens[:, :max_len, :]
36. assert src_tokens.size(1l) == max_len, (src_tokens.size(), max_len,
src_lengths)
7. _, in_seg_len, _ = src_tokens.size() # —> B x T x (C x D)
38. x = src_tokens.transpose(1, 2).contiguous() # -> B x (C x D) x T
39. # BHAHBLAY—DR, FFRET I T4 N—2a (glu) ZEA
40. for conv in self.conv_layers:
41, X = conv(x)
42. x = nn.functional.glu(x, dim=1)
43. _, _, out_seq_len = x.size()
44, X = X.transpose(1, 2).contiguous() # —> B x T x (C x D)
45. # BIHAHBORINEZTHE.
46. out_seq_lens = self.get_out_seq_lens_tensor(src_lengths)
47. assert x.size(1) == torch.max(out_seq_lens).item(), \
48. (x.size(), in_seq_len, out_seq_len, out_seq_lens)
49. return x, out_seq_lens
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BHRARLATV—ZHEAT DERFIRMELEDD T, ZNCEDBTUT AV IYRIEHELES REHLH
NZ%xd, PyTorch DataParallel T/\yFH#E# GPU ICEIDEToNDE. /\WFDTTORRRIIRANDH S
<IEDOFRYT, 207, B GPU [CEIDETONDHIICRARZHREFHLTCHE, ZORARICEDETETD
GPU O/N\yFDINT1 VT Z5tBLUELTVET,

1. # joeynmt/encoders.py

2. class TransformerEncoder(Encoder):

&g loooll

4. def forward(self, embed_src, src_length, mask, skkwargs):
5% # LRFABIIAIM_EDTT YTV G

6. if self.subsample:

7o embed_src, src_length = self.subsampler(embed_src, src_length)
8. # NTFAVTIAOEMHELUET

9. if mask is None:

10. mask = lengths_to_padding_mask(src_length).unsqueeze(1)
11. looall

1225 return x, None, mask

BREMKTEITNT sV INRIE, NYFATITIRDAV/IN\—T%% "batch.src_masks TlE%E<
Encoder ATETELEBEL "src_mask, [CESZBRIDHENHDET,

1. # joeynmt/model.py
2. class Model(nn.Module):

3. loooll

4. def forward(self, return_type, s*xkwargs):

Do if return_type == "loss":

6 # I2O—4—-FaA—¥—hoDHhEZITNS

7 out, ctc_out, src_mask = self._encode_decode (**kwargs)
8 # REIVIOE—-DHEICONOIRI—I DM BHEREHE

9 log_probs = F.log_softmax(out, dim=-1)

10. # src_maskZFTHUBEL/HDTESRZS
11. kwargs['"src_mask"] = src_mask
12, # CTCREDRHEICODPIZV—AZLDOHEBHELHH
13. kwargs["ctc_log_probs"] = F.log_softmax(ctc_out, dim=-1)
14. # BRBENSOERVE (NNYyFRATHEESZHD)
1 batch_loss = self.loss_function(log_probs, *kkwargs)
16. [v..]
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4, T—45—/F73A—5—
IVOA—4—/FTOA—5—DERKIE. TFANOEBEREFFALTT, I—RIE (BHFAIKLIV—(CET
BDEFEERIFE) 2<ALEDEFEVEITH. BETHLIEMFBIRNERT Y MEEIFET,

FWIy3—45—

TEANDEREIRRTIE. ACLAVY—HOIYA—5—&T 15 —%EFESTENENTLES, S2T YRY
DHE. TVI—F—&2TFA—F—&kDFEL. KOEHEZEICKDELD/ISA—F—FEEIDYTHEEEN
ERBENSEENBOET Y,
¥ 6 : https://arxiv.org/abs/1904.13377 7x&

LTy 25 i

BEPROBAICEDNSTIZyoE LT, IVIA—5—D/\5X—5—% ASR ERIFEETILC. Ta—
F—DISX—5—% MT BREBETIVCTHRILTRE VNS HENBDFTH", ROSYFHLEEBRET
WEHES BOEFRRECHE /D, INRSERDICHBNNNDTEDTEZENBNET, ERHEBETIL
WSNSA—Y—DEEGEBSERETIFHERES B0, MBRBZEHIELNITBIEEE TVETD,
¥ 7 : https://arxiv.org/abs/1911.08870

JoeyS2T &
FrvIMRAY REZHADEE, LAV—D&RZERLT. H2F Vv IRAIVENSIEIVI—5 -0/
A= —DIH%Z, BDF v IIRAYHSIET A5 —D/I\TGA—F —DHEFTHADLIICLET,

1 # joeynmt/training.py
2 class TrainManager:
3. loool
4. def __init_ (self, model: Model, cfg: dict) —> None:
5 Lecal
6 for layer_name, load_path in [("encoder", load_encoder), ("decoder",
load_decoder)]:
7 if load_path is not None:
self.init_layers(path=1oad_path, layer=layer_name)
9. def init_layers(self, path: Path, layer: str) -> None:

10. layer_state_dict = OrderedDict()

1lilg logger.info("Loading %s laysers from %s", layer, path)

12. ckpt = load_checkpoint(path=path, device=self.device)

13. for k, v in ckpt["model_state"].items():

14. if k.startswith(layer):

15. layer_state_dict([k] = v

16. self.model. load_state_dict(layer_state_dict, strict=False)

Source BIDEEBEEHIAIHIZAFVI UTCARI NAT S L%ERETI Y O—5—(23%575 "Model.src_embed,
[Z1& Ttorch.nn.Embedingy A7 Yz~ Tl37< Mtorch.nn.ldentity; A 73z ANTHEET,
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https://arxiv.org/abs/1904.13377
https://arxiv.org/abs/1911.08870

# joeynmt/model. py
def build_model(cfg, src_vocab, trg_vocab):
loacl
src_embed = Embeddings(
s*enc_cfg["embeddings"],
vocab_size=1len(src_vocab),
padding_idx=src_vocab.pad_index
) if task == "MT" else None
loacl
10. model = Model(

1.
2
3.
4.
D
6.
7.
8.
9.

11. encoder=encoder,
12. decoder=decoder,
13. src_embed=src_embed if task == "MT" else nn.Identity(),
14. trg_embed=trg_embed,
158 src_vocab=src_vocab,
16. trg_vocab=trg_vocab,
17. task=task)
18. [...]
19. return model
5. CTC &%k

ZLOWMZB I AVEKR. THFANDEBEIRTE. REIYMIE—ZERBEHE UTRAT I ENEFE
AETY, E2E EFERH CEH RETY MAOE—Z&/IMb I 2ENBERERALICA SV R T4 —X—BOET )L
NEDBVWBEZERLTCEE LIz, CORETIY MOE—(ZINZ T "Connectionist Temporal Classification:
CTC, EMENZRVRIIESEZES TREBRBERICHDACTF AN EREINCLET *9,

3 8 : https://doi.org/10.1109/ICASSP.2017.7953075

CTC#EXRI3. FESXFHHLPERRHBDLIE. ANEENDREDNKREELDLIBIRITHEONT
WET o CNODIRITIE, ERDOTFARNRINELENASEDCENBNTH DT, FHASNILAEDAAT
L—AICHIGT 2MNIHEOERNTOEE A,

BIZIF, RIZ 100 TL—L®D TCAICBIE EVWSEBRANDHDELET . COFBEN 20 TL—LT DY
E(Z TSy TAs TIZ1 T5) TEr EWSINLIZENZNRIGLTWeELTE. &FD 60 7L—LA T2 (C
L TWTHEDD 40 TL—LH TAICE(R) [CRISELTLWELTE, E550HBETE 'CAICEF) &S
ERSNVZHATENL, EERBEOENIERTEDEEZIRT,

JoeyS2T Tld, REIVrOE—E CTC OMADEBEERIMLT 2ENEHERBLTVET ¥,

£t0ta1 — (1 - A)EXent + )\LCTC

% 9:https://doi.org/10.1109/JSTSP.2017.2763455
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https://dl.acm.org/doi/10.1145/1143844.1143891
https://dl.acm.org/doi/10.1145/1143844.1143891
https://ieeexplore.ieee.org/document/7953075/
https://ieeexplore.ieee.org/document/8068205

CCT AIINAIN=)GA=F =T,

BRET7TILD Tcte_weights [TIEELET, —MRIC. CTC BENR

EIVAOE—BAEIDEREREICHEDENEZNTY, MADEINEEC2AEDERICERIDESBAD
%, FHERZTOTCRODDODEVNDELNEBA. FIZIE UTDOISLEEBHRDISE. 10k X7 VT
RTRETYPAOE—DIEENEELZ 40.CTC BENHELZ 80 TIDT. A= 0.3 <BWVIEEITDE (1-0.3)
x40 = 28, 0.3x80 = 24 &ZD. BLSEMADERD/N\SY AHBNZESTI,

train/batch_ctc_loss train/batch_loss train/batch_nll_loss
tag: train/batch_ctc_loss tag: train/batch_loss tag: train/batch_nll_loss
120 90 70 +

100 o

80 50

50

60 a0

40 sy

20 10 10 -

0 20k 40k 60k 80k 100k 0 20k 40k 60k 80k 100k 0 20k 40k 60k 80k 100k
=B =EBE ED
JoeyS2T Rk

BRBEHOI—RENRINAZXTDHECDNTIE 2 BIDEEZSRLUTIIEEL,

6. £¥f (WER)

EEBEOIMEICIE "Word Error Rate: WER, EWSEHlIREALLEONET, EFTILDOEHEIERESN
LB DIRERER (edit distance) [CED<IBIET, INSWMEEFEETILOBEAEIERSNILDOBISENHDE
L. DEOBEA’RVWCEERLTVET,

JoeyS2T R

JoeyS2T Tld. Cython TEZEN/ editdistance /\wo—I%ZA Y iR—hLUTWET,

ET LA AU one-hot-encoding Dh—2 > DU~ 1 DDOXFFICREULI-#. sacrebleu D~—2F
AP —&&EIC Twer()) BEHISELTWET, REZ 71D Tsacrebleu_cfgs DEET. b—0FA5—D

BRZIEET D ENTEERT,
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https://github.com/roy-ht/editdistance

# joeynmt/metrics.py

import editdistance

def wer(
hypotheses: List[str],
references: List[str],
tokenizer: Callable,

) —> float:
numerator = 0.0 # 9%
denominator = 0.0 # 4

1.
2.
3.
4.
Sa
6.
7
8.
9.

el el
W NRL e

# HEESE
hyp = tokenizer(hyp)
ref = tokenizer(ref)

[
~N oA

denominator += len(ref)

[
co

# A=AV TREKIEB D Hho b DEEERTR
for hyp, ref in zip(hypotheses, references):

# utteranceZ&ICETIVHENEIERS NIV EOREIER =5 H
numerator += editdistance.eval(hyp, ref)

return (numerator / denominator) * 100 if denominator else 0.0

X sclite COFERRE—HBIDIEERBLTVET,

(FR] £EXMATR

* Speech Translation Tutorial : EEMR TSE XM ZAN—DFE(FDE Lo, AT D TEACL
2021) OBEFEBMRF21—KNITINZHITITHLET, BRET A ASMR XMYRS T—%, Y—

WEEZIRICHIZBBEBRNEEEOTL
TEEXT

\ET o DRI —RENSTRHD End to End ETELZESIZEN

« Speech Processing for Machine Learning : R/RZ~OT S AICDVWTEDEFELLHDIZWAIFZD

REEFATH TS

« Sequence ModelingWith CTC:CTC EXEHICDVT, 21D T LRZAVWTHREMICEHALT
<NTWBEEETY, BIREHAIEET7ILIVIAICDVWCTIZHAARE THRODCELDIEEZEZHIITHL

ESC)

* An lllustrated Tour of Wav2vec 2.0 : sEFEHRIEA TS "'wav2vec2.0; DEFHEETI, %

ftamxX D "'wav2vec-U; (&, EHFEZR

» Speech Translation and the End-t

BOF1—RITIILELTEROENTERERNEY
o-End Promise: Taking Stock of Where We Are : ZHE&IER

DEBEZEDHDICIE. COEISHEEENLY —RATBXHBFITHDINELNEEA
s Python CESEFR#H WHFEEERY)—X | HABOEE T, ERN#NSBADFH. FE
FCHELIFOTNWBELDARZESENFRE LTEFTEVWERBNET
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https://distill.pub/2017/ctc/
https://musyoku.github.io/2017/06/16/Connectionist-Temporal-Classification/
https://jonathanbgn.com/2021/09/30/illustrated-wav2vec-2.html
https://arxiv.org/abs/2006.11477
https://arxiv.org/abs/2105.11084
https://aclanthology.org/2020.acl-main.661/
https://book.impress.co.jp/books/1120101083

ETILOFIEE

FABATA—Xvb) OEI23VTERLUI LibriSpeech I—/{ZXA'5. clean100 A7 JU—DF —5%
fEoCTETILENELET *1%s

% 10 : LibriSpeech [T =%+ XAKE DT Google Colab TIFHRSDAEHLLAELNFEEA. Google Colab TEINLTHLE
Ald. NEWT—5%EK>7 notebook ZSHR LT IZE L\,

Y 74F¥a2L—23>T71)LT. Speech-to-Text ¥ RV DK EZLET, Tsrcy @ "min_lengths (&,
1d-Conv TIEMEIT D H—RIHT A XEDRLBDLSICHELTEE L,

1 data:

2 task: "S2T" # Speech-to-Text¥#RXZ

3 train: "path/to/LibriSpeech/joey_train-clean-100" # flE#7—%

4. dev: "path/to/LibriSpeech/joey_dev-clean" # BRT—%

5. test: "path/to/LibriSpeech/joey_test-clean" # TANT—%

6 dataset_type: "speech" # F—#tyhr&A 7L " speech"[CHE

7 src:

8 lang: "en" # BEESY

9. level: "frame" # AHALAIVIE" frame" [ZEEE

10. num_freq: 80 # ARSMOS S LADRIRE

lilg min_length: 10 # AROMOTSADERNIV—LE

12, max_length: 6000 # ARONOATSLADERTL—LE

13. tokenizer_type: “speech" # b—2FAH—&A1F1L" " speech"[CREE

14. tokenizer_cfg:

15. specaugment: # SpecAugment®D/SZA—&—

16. freg_mask_n: 2

17. freq_mask_f: 27

18. time_mask_n: 2

19. time_mask_t: 100

20. time_mask_p: 1.0

28 cmvn: # CMVND/ISA—4—

22. norm_means: True

23. norm_vars: True

24. before: True

25, trg:

26. lang: "en"

27. level: "bpe"

28. lowercase: True

29. max_length: 512

30. voc_min_freq: 1

31. voc_limit: 5000

32. voc_file: "path/to/LibriSpeech/spm_train-clean-
100_unigram5000.vocab.txt"

33. tokenizer_type: "sentencepiece"

34. tokenizer_cfg:

35. model_file: "path/to/LibriSpeech/spm_train-clean-
100_unigram5000.model"

36. pretokenizer: "none"

37. testing:
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https://github.com/may-/joeys2t/blob/main/notebooks/joeyS2T_ASR_tutorial.ipynb

38. n_best: 1

39. beam_size: 20

40. beam_alpha: 1.0

41. batch_size: 10000

42. batch_type: "token"

43. max_output_length: 100 # BEEILTFT+AMDHEAHHE

44, eval_metrics: ["wer"] # FHERE
45. sacrebleu_cfg:
46. tokenize: "13a"  # FH@iTARSICEEIN—SFAY—

47. training:

48. #load_model: "models/librispeech1@@h/best.ckpt"

49. #load_encoder: "models/ASR/best.ckpt" # BEBROE. I 0—4%—%ASRERIFEET
IVDISA—E—THELTS

50. #load_decoder: "models/MT/best.ckpt" # ZIEBROE. F1—4F—2NTEFIFEEETIOD
INFA—F—THHMETSD

51% reset_best_ckpt: False

525 reset_scheduler: False

53. reset_optimizer: False

54. reset_iter_state: False

55 random_seed: 321

56. optimizer: "adam"

57. adam_betas: [0.9, 0.98]

58. scheduling: "warmupinversesquareroot"
59. learning_rate: 2.0e-3

60. learning_rate_min: 1.0e-6
61. learning_rate_warmup: 10000

62. clip_grad_norm: 10.0
(33s) weight_decay: 0.

64. batch_size: 20000

65. batch_type: "token"
66. batch_multiplier: 4
67. normalization: "batch"
68. epochs: 300

69. updates: 100000

70. validation_freq: 1000
Tl logging_freq: 100

72 early_stopping_metric: "wer"

73. model_dir: "models/librispeechl@eh"
74. overwrite: False

75 shuffle: True

76. use_cuda: True

7T print_valid_sents: [0, 1, 2]
78. keep_best_ckpts: 10

79. label_smoothing: 0.1

80. loss: "crossentropy-ctc" # ZREIIOE—ECTCOY A NAT T oT4T7
81. ctc_weight: 0.3 # CTCIERDFZE

82. model:

83. initializer: "xavier"

84. init_gain: 1.0

85. bias_initializer: "zeros"

86. embed_initializer: "xavier"

87. embed_init_gain: 1.0
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88.
89.
90.
91,
92.
93.
94.
95.
96.
97.
98.
99.
100.
101.
102.
103.
104.
105.
106.
107.
108.
109.
110.
111.
112.
113.
114.
115.
116.
117.

tied_embeddings: False

tied_softmax: False
encoder:

type: "transformer"
num_layers: 16
num_heads: 4
embeddings:

embedding_dim: 80 # ANARIIOSSADREBH (T O—4—IITHEERDAHEIL. )

hidden_size: 512
ff_size: 2048
dropout: 0.1
freeze: False
subsample: True

conv_channels: 512
in_channels: 80
layer_norm: “pre"

decoder:

type: "transformer"
num_layers: 8
num_heads: 4
embeddings:
embedding_dim: 512
scale: True
dropout: 0.1
hidden_size: 512
ff_size: 2048
dropout: 0.1
freeze: False
layer_norm: "

pre

"trainy E— RTillE=EHBOHET,

# 1ld-conv ZE>TAARNZERETHHEID
conv_kernel_sizes: [5, 5] # 1ld-convDh—FJLHAX

# ld-convENBOHAX

# ANARSNOT S LADRERE

$ python -m joeynmt train configs/librispeech_100h.yaml --skip_test

H&KZ 30k AT vTF T, Accuracy h* 0.9. Perplexity #* 2. Word Error Rate A* 15 <HGVDIEICEBE L
TEEXY,

valid/acc

tag: valid/acc

09

08+

07+

06

ll}

o

20k

valid/ppl

tag: valid/ppl

A0k 60k Bk 100k

i -

valid/wer

tag: valid/wer
55
45
35
25

ey 15

20k A0k 60k 80k 100k

i
£

ra
La
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BEEHEOEDNRSNEN /DT, 100k AT v T TW I AFIRZEFTEYIDE LTc, 100k RT V7 7%&[E]

IDIC. NVIDIARTX A6000 d GPU T#y 22 MDD ELT,

7L O

RESNIF Y IRAY N 10 EAOFHEERDET,

$ python scripts/average_checkpoints.py --inputs models/librispeech100h/*00.
ckpt --output models/librispeechl@@h/avgl@.py

testy E—RTETILOMREETHELET,

$ python -m joeynmt test configs/librispeech_100h.yaml --ckpt models/
librispeech100h/avglQ.py

2022-06-30 01:01:47,581 - INFO - root - Hello! This 1is Joey-NMT (version
2.0.0).

L...]

2022-06-30 01:02:14,239 - INFO - joeynmt.prediction - Decoding on dev set...
2022-06-30 01:02:14,239 - INFO - joeynmt.prediction - Predicting 2703
example(s)...

2022-06-30 01:14:47,924 - INFO - joeynmt.prediction - Evaluation result wer:
11.04

2022-06-30 01:14:47,928 - INFO - joeynmt.prediction - Decoding on test set...
2022-06-30 01:14:47,928 - INFO - joeynmt.prediction - Predicting 2620
example(s)...

2022-06-30 01:23:56,345 - INFO - joeynmt.prediction - Evaluation result wer:
12.33

COFEBEHRETIVIIABLTVET, jupyter notebook * ' TlE, EFILDESEILEREEEIC, ZD

ANBEZBKIEETEERT, TOURIRNIABTIERALTHTIZE W,
¥ 11 ZO notebook (F. AIMS Senegal TD "NMT in Practice; D#EZE TES/ZEDNEICHEOTNET,
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RRIC

3EICHI>THREIFLUCEAEHESE CTREELEDE U, "JoeyNMT, (F 2019 F(CA TV -1k
SNTUUE, £2<OIVKIE1—F—[CXZONTALIDERLTCER UL, SZVYRTA v IEEZIRE
DD, FEDOEE., HWMRES TS UNOLDBBEADONNLEE, MRSV T 7 DF THEMICTVIT —
SNTVET,

LYDORABNTHOIHERRIEIEEZA. BROBZEBZ. BRFvTavEm. FEMR, BEEE
BESRESFTHTOIT IS THVLONTVERY, FEH TOEERHICKD. ISADIRESSCEN 272D T
BWTL&DH, KICHAFET "JoeyNMT) ZBN T DEEZNEFIEZETEINLLBNET, &&E
O\ Za—J)VEBERROERICROADE>MFITHENIFTENTT,
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