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HART VR —F ¥ ME, Apache T3 2=7 1D Web ¥ A F2 5 AFTE E¥5H, MapR, CDH,
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2ODEELRBERET S8E L. JobTracker XD NIZF FRAY —EEDAF V2 —1 ¥ T EFTH
ResourceManager (YA ¥ — / — F TRl &) v — ZAEH %17 ApplicationManager 737 &
NFE L7zs F72, TaskTracker Dt ) 12, 77— ¥ WD ¥ A 7 % 92479 % NodeManager (77 — 71—
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d, ETT2WEY - N2 5L TV ET,

TG TEOBEFEEICRESELD, Ty s EFLWTIENNTT— 42T 5T v 2
TOLT A ARBHELET,

2-4-5 MapRIS5RA5—DRIVF S5y IXKRRY AT LiBRSI

MapR 7 T A Y =D NTF 7 v 7 KBS 27 2l 2R L £4 (K2-10),
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Swi2 I
ToR ToR o ToR
AAYF £ AAYF | AAYF
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" ZK, NM, 2K, NM,
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f‘gfggiﬁ;ﬁ’; {4DGbE - MERRLCYFE. TRAAYFERA. HIVE. BiewanCHE
Z 2 ! - 2J—K, BT, A1 Y FORBANICH— N ERALANCIEH
* 7—5R@TORATYF :10GbE - 2w FELY, ToRAAYFT, TEILME
- EEMTOR/HIAA¥F  :1GbE - BYUS—BEY, 221 Y FORBETRCAR
« 95259—J—K(F—%5M) :10GbE | ZYPTCEMBRTERE (UFs) T
- D5RH—J—K(EEM)  :1GbE -2 NICH—
JRgia 11GbE . CLDBEZKERES 3 WY —/— & A
« OSAFY RIS H(F—F M) :10GbE e ST B CRBERE
- DS{FL IS (EEM)  11GhE Fotms = - g
e - MapR-FSLOF—570Y URSYOERETRATS 5Y0 - POIFRRI EMapR 6.0THE

2-10 MapR 7 Z A2 2 —D7ILFZ v 7 KFE D X T LB

HEGBEICRL L) . v VT Ty 7 KRB A7 LHFTIZ, CLDB —E A, RM #—
YA, ZKH—VEAZ[ADT v 7 O —N— 25 EEE T, 72, CLDBH—L AL ZK
H—V A, BLU, RMH¥—VYREZK F—ERIL, B4 0PRSS — S — 1 205H L $3., KMy
FGAY =D, S = FEPBRICR D728, TR AL v FREMAAL v FOLER— MIiE
BLT{HES, JTIE, v 750D ToR A4 v FA2HTHE ST T T, BIFE NIC
RS FARBICE > TE, B= MEDE VTR A4 v 5%, T—F D ToR 24 v FHEE 3G
PRCF2Z e dMFLATRIERYD TE A,
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2-5 Hadoop 759 REEOIRE

B2 F 7L 2 AIZBIT A Hadoop ¥ AT A DRI DWW TG L £ L7275, Hadoop 7 7 A ¥ —
RO ORERE LTRHT 2 5 LTid, 04> 7L 3 ABRBECHET 5402, X7
Vw7279 FEfHTAIEBUWETT, N7V w2779 F, 794 XR=b7 T FIZRGT,
Hadoop % 7 57 F¥— VY A & LTIRML, &5 \id, FI¥ % 5% Hadoop-as-a-Service & -8,
Hadoop [R5, ¥ 77— 5 ORE, B, 5477 7 r—ar k2775 M —ER & LTI,
HoH Wi, FIFAT 255 % Bigdata-as-a-Service (LLF, BaaS), F7:13, Analytics-as-a-Service
(LT, AaaS) EFUTET,

N7 w25y FTOEMEHET L2 8L wir— AL LTI, 72& 21E, Hadoop M A
Paiiz, 770 r—va YREEERITTLTITY, RBEBERE T, > 7 70HEE T £ %5
G, BEAHESFHMCTELRWT A MEWC Hadoop 2 FIAT 2 L) o —ATT, ZDLH %
r—ATlE, 87 v 7 257 FO Hadoop ¥ —EARFHT 2 DO0EMETY, T/, 722K
FRETH-TH, WM AFIHTHIE, 777 FH—CAE2FHTA200E5ENTYT, LT
Tld, BaaS % AaaS £ FIHT 59 AT, FIHWEER/ST ) v 72 779 FH—EXE W ODHn
LET,

2-5-1 REIIUIN—=ZAD Hadoop 735 XA ¥—HiFIHRTEES
NIVvIH35T R

A~ ¥ (VM) X— A® Hadoop ZSFI W g4 /7)) » 7 # F 7 F& LTI, Amazon EMR,
Azure HDInsight, Google Cloud Dataproc 23{UEM b D& LTHEITFLNE T, P, 2D 34—
CADRME Yy 77 v 7L THEL T,

Amazon EMR (Elastic MapReduce) M4

@ Apache Spark, HBase, Presto, Flink % &0 7 L — 47 — 7 5F 1T g

@EMR File System (LA, EMRES) |2 & U, Hadoop @A 7Y =7 M A F7 & LT Amazon S3 7%
FIH T HE

@HDFS. Amazon S3. Amazon DynamoDB 7% & O#E D 77— % A I 7 A5FI H T g

@Pig, Hive, Impala %, #M#8 F 4 75 1) O Mahout, MXNet, FFH#tTH O R Sk &b
F I ] B

@Tableau, MicroStrategy, Datameer % ED—fEi I 12 A4 7)Y 2 A (BI) 7 — b7
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FIH T e
Q@FEITHD I FAY —DHB A —1) ¥ FRFEI L BHI A4 ALEEHNTHE

H—ERICETHER:
https://aws.amazon.com/jp/emr/details/
Hesk:

https://aws.amazon.com/jp/emr/pricing/

Azure HDInsight (451

@Hortonworks Data Platform (HDP) D7 77 FF4 A P ) Eax— 3 ¥

@+ 7L 3IAE Azure DA 7y REIE w 77— & oLz o R st H5n] g

@Hadoop, Spark, Hive, LLAP (Live Long and Process), Kafka, Storm, R % & @D 7 L — 47 —
7 HIF T AE

@Spark MLIib, Mahout 7 & QM 7 4 75 1) H5FI T HE

@Hortonworks hil Hadoop TEFFD & 2 GUI HH Y — )V [Ambari] »3F)H 1T 8E

@Bash LIYHZ. PowerShell, Windows @2~ > FAJ & A4 — b

H—EXICETBIER:
https://docs.microsoft.com/ja-jp/azure/hdinsight/hadoop/apache-hadoop-introduction
ek

https://azure.microsoft.com/en-us/pricing/details/hdinsight/

Google Cloud Dataproc M4

@/ Ny S, F ) =T, A M) — 3 2, RS ST EE R Spark / Hadoop H— ¥ A
O/ TAY—HHELPIMEL, 7 TRY—DRE), AFr—) Y7, Yxv NI UHEHE
@BigQuery, Cloud Storage, Cloud Bigtable % &) Google Cloud Platform — E A & Offi &
@®Google Cloud Platform Console %> Google Cloud SDK., Cloud Dataproc REST API %3 Ffl W] gk

@®Pig, Hive 23F 7T AE

@Hadoop, Spark, Y — ) VIADS—V a3 » @)Y Ez AT fE
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H—EXICET 515
https://cloud.google.com/dataproc/7hl=ja
ez
https://cloud.google.com/dataproc/pricing7hl=ja

28T w2 75 NIZBT A Hadoop H— ¥ AU, 3#E b 12003 27 2 OF H R EH 72 Bk

FREICHBELTVwET, EROIHIZRS T, STV v 2 23 FH— Y 25 FIHT 2546
ik, R2-6 IIBIFLNALHEEII2WT, T aME LHEILETT, o, - EAFIHEZIC
F, PRI, HRER Ty =2 2T, BT AURES I A LI PO T A MEITH) 2L EB
FTToLET,

®2-6 1RAIEIE

EHE BREEE

T 5 R HMERICH 5 REEOT =5 %237 v 7 7 77 FIZa¥—3 5000
B U A o

7= AL HNEEEP S, X7 ) 2 22 59 FIZF—5 238 —$ 5 B00E O
LD A DTG, 15550

LR T—H—/—FOCPUME, I78. ATUHRE, 71 Ak, 71 A

TE, By PT7— 2 PRE. YARN (2 L B UL EL O PRk
TaYAFLYT7 Y FIHWEES Hadoop =3 ¥ AT LOfH L /8 — P 3 > (FEjIC L 284
syl YA F—=NOuE)

08 DFfH Hadoop 7 7 A % — CHIH W% Linux 08 O &L /v —Y 3 »

G777 ANV AT L HDFS P o 7 7 4 v v A5 4 OFI ] F

NA Ty FRIH 4~ 7L 3 A® Hadoop Bl &L DA 7)) v Kl oW &R

I B Ty —OFfLE, Pl (77— 7 0% woBlaE T — 2k
JEIEH & E )

2-5-2 WYEVYIA—ZAD Hadoop 75X 7—hFIARIFERSIN
TUvII3UKR

Amazon EMR, Azure HDInsight, Google Cloud Dataproc (&, \» 4L b 4B~ 2 > %l - 72 Hadoop
YIRS —HRELETH, WEHY - N2 R TLIEy S TS EAOS T P Y AL
ELIET, WEHEY—N—Z28HTH7 77 PR, —H#RIZ, XTAF VT 57 FERTH
F9, J[E Bigstep fhid, ¥ v 77— FIFHLLRTAZ N7 I FH—EAZERALTED,
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WS — N— OWEER G L7z, Rl AT i OfRMH T EFEA S ) £ 7, Bigstep fETIE. ¥ v &
F—FICHETLEFEE AT P —EAZREBA LTV E A, 42, Hadoop I2BI L Tld.
MapR il Hadoop. Cloudera it Hadoop. Hortonworks it Hadoop @ 3 2% 7 77 Fi#—E A L LT
L TwEST (B2-11),

Large-Scale & Real-Time Data Processing Services

! = nz Hadoop, Hive, Spark, Spark Streaming,
Streamsets, Kafka ent 3 inf y

What Is Your Hadoop of Choice?

@ .

MapR Cloudera Hortonworks
as a Service CDH as a Service HDP as a Service

2-11 Bigstep #1712t T % Hadoop DAXT X 27 Z 7 K4 —E XTIk, MapR kR
Hadoop. Cloudera ki Hadoop. Hortonworks ki Hadoop @ 3 D % 121

DT, Bigstep #1451 % 3 K Hadoop 74 A M) ¥ 2= 3 v &N—RAL LIZRT AZ NI T
7 N — AR AR L THEIRL I,

MapR i Hadoop D7 * L7 Z 7 K4 —E XD

Q@ HBIZAr — VS HE, MOTF 1 AP =33y & D 10 fEEHE
ONFS ' — Y 2 Offit, maT v E EH

@7 )y s AT A VEE Yy T o7

@< IF T —h MR RE

£ ! https://bigstep.com/mapr-on-metal-cloud



@ 2-5 Hadoop 7 7 7 REB D&
Cloudra K Hadoop M7 4 2L 75 K4 —E 2D

@55\ 10PS 2515 & N 5 ik SSD DR

@1 A% AdHIl 40Gbs DEMRER Y M T —2
@7 v JIRER APL &0 T 7 A ¥ — &Ik
@Cloudera Manager |2 & 4 GUI {5 #

2B : https://bigstep.com/cloudera-on-bare-metal

Hortonworks ki Hadoop X7 X #7577 K —EX

@ F—JAFED 100% A —F v —A V7 by T Thk
@Bigstep 1AM 5 K7 v 7 & Fu v 7@ GUI T % Bl fif
@Il ALDHadoop 77 ) r—arkHR—|

S8 https://bigstep.com/hortonworks-on-bare-metal-cloud

2-5-3 Hadoop Y—ERZRHTHIHATSARN—MISTR
Bis

FTVIADTTAN= b7 Ty FEMET Hadoop OIREZ LT 254, BAELLEED R
WYBH — N = R—= ADNRT A ZIWERIZL b0 L, FE~ Y X Z2lio b DIgiFshEd,
AT A5 VEROE AL, WET — N =% O T, WM THEO L EIEEREZ TV E A5,
R~ OEEIE. KVM (Linux 77— LRI 4 AR RE) (2 & 2 MR b2 754 L &
FiUE R b Aawnizd, BETOBEMREESL T 7 7 — ¥ 3 Y HEEAT ORREIER ML SICF7 0
T < 72 &£ Hadoop OF P DRI ALET T,

FLPMERSEIC Hadoop Z 2192 1213, Hadoop Z HENACHE 34~ 7 b 7 = 7 X OpenStack 7 £
77 FEBEY 7 VY 27 &G LE T, Hadoop ICBRETA—F Y V=AY 7 b7 27 % HEHEL
fid 27 b7 =7 &L TiE, Mesosphere #1742t 3 %5 Mesosphere DC/OS %, Canonical ft75*
feftd 5 [MaaS & Juju) ZEXFHH F7,

Mesosphere DC/OS 12, 7= 5t ¥ —IZBIFAKEDT Y Y THE SNV AT AIZBNT,
T = a yOHBEM L BEREM ATV E T, 2 — ¥ —Ik, Mesosphere DC/OS DT |23
W, Hadoop (CDH) @DX7 X & VELHiASAIRET T o 7272 L. Mesosphere DC/OS O35l Fi
2, Hadoop # 1 ¥ A b — )¢ 54/ — F|Z, OS & Mesosphere DC/OS DEFH L - 2 & A »
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A b= L. Mesosphere DC/OS HHL T IZ4&/ — FEZMEETE L T LU ETT,

MaaS (Metal-as-a-Service) (&, FEATE & 4 2 #AH —3— 7 — FIZ Ubuntu Server & HEj 1 >
AR=NL, 512, Juju HHEMT 5 GUIIZ X Y| Hadoop 21X L ETHA -T2V =AYV T b
T T RMEICA YA VARTYT (R2-7)o Z—H—d, vAF¥—/—FPT—F—/—F
OHWERED 72D 7 7 A ¥ —fbk (Juju TIE, =7 AL —2a X EIFUET) % Juju @ GUI
THEIATA T,

TaaS Z&#% 7 b7 = 7 @ OpenStack % i 5 1%, OpenStack Sahara & i1 % Hadoop O HL fii
PfEZ A L £ 3. OpenStack Sahara £, 7 A & VL & AARFE~ 3 > TORMOW ) % H —
FLTWET,

#F2-7 MaaS
Mesosphere Maa$S & Juju OpenStack Sahara
DC/OS HAEHE
OSRT LU= AFXH NRT AL N NT A H I A~ o
a > ORI
08 D FHHN A ¥ A BliEahE MaaS THJ g Ironic ] fig Hadoop A H) VM
b=y A A=V &FIH
Hadoop @ A » A  Mesosphere DC/OS Juju TH i Sahara CH[fig Hadoop A1) VM
% TH[fig A A= %FH
A A M=% RHEL. CentOS Ubuntu Server RHEL. CentOS, RHEL., CentOS, Ubuntu
H+— 35— 08 OFfiH Ubuntu Server Server

DL, A8~ > X— A T Hadoop #FIH % Amazon, Azure, Google D/X71) v 27 7 77
FTOREN, N7 AZN 7 77 FCORE, 2L THAT T A X—}7 77 FEBEORHAEIC
DWTHEICHEA L L

2-6 F&H

RETIE, BAF O FH, {2 AT LMEGIZR L E L7, Hadoop 7 7 A% —13, FE
WWARHBER AT AEVIA A=V DD FTH, L, MBEL AT LPLAY— L,
HEEPLETHIUL, B4 RS2 L LW TL & 9, Hadoop I2& 5 ¥y 77— & Sk
ADERZIE, OINoD 7 725 —HRAEZEICL, BEANGHEEIT o TATL S v,




@26 &

(j‘(j Column  Hadoop MD153RiE

Hadoop @M ATJeid. IEWICEMEIZIED 325, LT, Hadoop @AM AT IZH - T
BLREEHRFEE2E Yy 27 v 7L T 7, Hadoop &, WHOF4 A ) ¥a—Yark LT,
MapR LAt 3 % MapR CDP (MapR Converged Data Platform). Cloudera fL25#¢flt3 %
CDH (Cloudera's Distribution including Apache Hadoop). Hortonworks #1432t 3% HDP
(Hortonworks Data Platform) 23 5728, 3§ XTOF4 A M) Ea—Ya YiZPT2) Y —
AR L, AR — P EN TS Hadoop 38V 7 by = 7RHEEQIFICHZM L T
B¢k EWEL-59.

F 7. Hadoop DA R¥ MZid, EFEELRYF—OFHRAAT A FTHshTwFE
Fo AitE F o MUREARZ LHBIZ. hhrRo250vrb LA EEAN, XA
TIr T4 AR, WHOWMTZMNALZENTELZD, AXY O Web ¥4 FTAB ST
HAFGA FREFHF, #L T, Hadoop FA A M) ¥ a—%—O7ua 7l b HE2HWLTEE
1,

=il ) ORPATRERD LB TELL, N=F7 TR F=BHLTwE) 77 LV A
T—=¥%727FxORMEREZMTEE, N"—FYx7, IFVIx7, 77V r—vars
tr Hadoop g0 R % MR CE 9, $512. Apache Spark D) 7 7 L ¥ A7 —F 77
F %1%, Hadoop & Spark Z#lAa{rh74 v A€ ) KO EHMHEROSKGEEH L Z EHF
T&h70, LYHEBLTBEELE .

# 2-8 Hadoop DIEHIE

Hadoop & A BiD#EERER 1EERAF 5%

I3 2T 4RO ) — A http://hadoop.apache.org/releases.html

O—Fvv 7, WEATrIz— https:/fcwiki.apache.org/confluence/display/HADOOP/
Roadmap

FA4 A M) Ea—& -8R (MapR) https://maprdocs.mapr.com/home/

FAAMN) Ea—¥ —#iE#R (Cloudera) https://www.cloudera.com/documentation/enterprise/
release-notes/topics/rg_release _notes.html

T4 AN Ea—& =84 (Hortonworks) — https://docs.hortonworks.com/

4Ry FDAT A FHE (Dataworks Summit) https://www.slideshare.net/HadoopSummit/presentations

MapR gD A 5 1 B https://www.slideshare.net/search/slideshow?searchfrom=
header&q=MapR

MapR 1@ 7 0 it g https://community.mapr.jp/

MapR L B4 https://www.youtube.com/user/maprtech/videos

Cloudera fHi2flt D A 7 A4 NI https:/fwww.slideshare.net/Cloudera/presentations

Cloudera -7 10 75t 3 (CDH [3#) http://blog.cloudera.com/blog/category/cdh/

Cloudera 1. B 4 https://www.youtube.com/user/clouderahadoop/videos
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Hortonworks L2t A 7 1 4

https://www slideshare.net/search/slideshow?searchfrom=
header&q=Hortonworks

Hortonworks #1070 7 3l

https://jp.hortonworks.com/blog/

Hortonworks 71 @ 4

https://www.youtube.com/user/Hortonworks/videos

V77V AT—%5 275+ (MapR)

https://mapr.com/resources/hp-reference-architecture-mapr—
m7/assets/hp-reference-architecture-for-mapr-m7-on-hp
—proliant-1-18.pdf

)7 7L ¥ AT—%77F+ (Cloudera)

https://www.cloudera.com/content/dam/www/marketing/
resources/whitepapers/hpe-big-data-reference-architecture
~for-apollo-2000~-and-4200.pdf.landing.html

V77 LY AT7—F5%F % (Hortonworks)

https://h20195. www?2.hpe.com/V2/getpdf.aspx/
4AA6-T444ENW.pdf

LIV AFLYT7 72T (MapR)

https://maprdocs.mapr.com/home/c_ecosystem_intro.html

IIVATAHY 7 bT 2T (Cloudera)

https://www.cloudera.com/products/open-source/
apache-hadoop/key-cdh-components.html

I3V AT LY T b7 T (Hortonworks)

https://jp.hortonworks.com/ecosystems/

Spark #flio72) 77 LY AT —FF 7 F ¥

https://h20195. www?2.hpe.com/V2/getpdf.aspx/
4AA6-8143ENW pdf

Spark £ 4 ¥ AEVYDBDO) 77 LY AT —F
TIFx

https://h20195. www2. hpe.com/V2/getpdf.aspx/
4AA6-T739ENW.pdf
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N=FOT7DHRAREE
Hadoop ®1€ 2 X b=

EvITF—NinBBOBEICRST. EOLSKITEBTHOTH. /\—F
D1 7E 0S HEVICRESNCVEIINE, Y A7 LOMEEZES|IEHT I EEFT
EF Ao H§IC Hadoop 755 —Tld. AREFD/N\—RD 7 & 0SS D
Fa—ZVIZETIDENT. Hadoop DIEEENZRELEELET,

AETIL, ¥fclC Hadoop 25 A5—DREEET D(CH O THUEEKD. /\— K
DT 7 OFEE. OS DM, Fa—ZVJiRA Y MNEEZIBE XD EEBIC, Apache

Hadoop 3 & MapR D5 XY —BEOEFNIEBEFIBEICDOVT. FERER

AFDSHEHRUET
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FE3FE N— K7z 7OERHEE &L Hadoop D1 > X h—JL

3-1 Hadoop 75X 9—I\— RO T 7 DERE

Hadoop 7 7 A % —i3, LA @ x86 —/3— THERCATRE T 4%, +—/3— @ BIOS &t 7€ & @ 12
ToTBLLENHNEIT, 3, BIOSR 77— LT 2 TORNEERERE 25+ 572
12, Hadoop 7 F A —DTXTH /) — FIZBIFABIOS BL U 77— 47 =7 2igHin—3 3
YTy T L= FLTLIEE Y,

INT =X Y ANEREND Hadoop ¥ 7 A ¥ — Tk, N— FT7 =7 OHRETRARIZH] X H
¥ BIOS RENLETT . N—FY 27O HE I, BIMIZL > TRZY T3, Iy —
N—="TIZ, BIOS iZEIZBWT, HEREICMT 5707 7 1 VikiE (Power Profile) M A =2 —7%H]
BEENTwET, Hadoop DHEld, mAMERED H S [Maximum Performance| %@ L ¥ . &
7z, WMCHEHBEEDOEHEIITR AT - X2 b — 7 — b EW N T F 355, Hadoop D&
&, PhEEEEHT L 20, B9 E (Static High Performance mode) (2L F 3, AEVIZPLT
b, AEIWEEFAAET., WHENO LREZT AT —F v o ¥ 7 b EREHRE L3,
CPU {22 Tid, A LB REE bl 2 Z LSRR S hTwE T,

2 3-1 13, Xeon 7 Wt v % i5Hk L7z x86 h—/3— (E v 77— % B @ HPE Apollo #—/3—
% &) @ Hadoop 7 7 A % — I E L —/3— @ BIOS #EIHE & /87 A — 5 —Hlodk T,
COFEFEZEIZLT, FHT AT —/—DBIOS SFE#1T> TL &,

#£3-1 #—N—DBIOSHEBEE /1T £ — % —fl

BIOS s&XFEEE NS A—H =i

HPE Power Profile Maximum Performance
HPE Power Regulator Static High Performance mode
Intel_QPI_Link_Mgt Disabled
Mem_Power_Saving Max Perf

Thermal Configuration Increased Cooling
Min_Proc_Idle Power Package state No Package state
Energy/Performance Bios Disabled

Collaborative Power Control Disabled

Dynamic Power Capping Functionality Disabled

DIMM Voltage Preference Optimized for Performance
Intel Virtualization Technology Disabled

Intel VT-d Disabled

IREICE S THEBENNI X —2— 3R G ¢, LRIk, XT84 HPE Apollo ¥ —/X—Dffl ¢,
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3-1-1 RAID I bO—-5—0DE

RAID 2 bE—F—TIZ, AT THA X TLAT 227 L—% % E%# L $3, Hadoop
PIGAY—DT—H—/)—FDOFZA7IZ, RAID0, 5\ L, JBOD TR L £ 445, #1E
NOFTATOAFNTA T A XL, 1024KB IZFEE LT T, F72, RAID I ¥ b I—F — O
Lo TREHEPRLD EI25, FT—FHOGET 1 A7 1220 TIE, RAID IZHTAF v v
> 2%k (HPE SmartArray = » F 10— 5 — O34 14, [Array Acceleration/Caching |) % HE#)Z L F

—Ji. RAID 2 FO—F—ETD0S ADFGET 1+ A 7122V TId, RAID D F + v ¥ <4
FEEAMICLET (R3-2),

#F3-2 RADI> bO—F—DFEE

XEIEE ING A — 5 —1fl
Stripe Size 1024

Array Acceleration/Caching off

RAID ¥ v ¥ o (57— % fHig) disable

RAID ¥ ¥ v > 2 (OS %) enable

W &l RAID 2> rO—5—015S (HPE SmartArray B140i 5&)

P—N—DwH—F— FIZERESN-TFy 7y FNHEO AHCL 2 > O —F — 2 0EFIH T
AR OEP. RAID 2> s 1 —F — (7% 21, HPE Dynamic SmartArray B140i 7 > 11— 5 —
&) 1k, LEE U THM SATA F74 7OBEXBENIT2LEVFHY 9, /2. OS [T
DFFETFT A A2 DF vy Y2 b HBILET (R3-3),

#3-3 #FLRAID O FO—5—DHE

BXTEIRE INT A — 5 —1fl
Embedded SATA Configuration SATA_RAID_ENABLED
Enable caching on the OS logical drive enable
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FE3FE N— K7z 7OERHEE &L Hadoop D1 > X h—JL

3-2 Apache Hadoop 3 BEEDIEEF|E

N— R L TOREFEDbo75, Linux T4 AMN)Ez—3 3 yO38%E, #cLTw5b 0S
IN—3 3 YORER, OS DA Y A b=k, OSBHD /3T A — ¥ —F%%E, clush I~¥ ¥ FOA ¥ X
h=NZEETVET,

3-2-1 LinuxDA2YAb=IbET7AIWIAT L

Apache Hadoop 3 & i3 % 0S & L TlE, f{#MW 7% RHEL, CentOS, Ubuntu, SLES 7 &A%
HAmEETd, OSiE, A% —/)—F (ayra— )/ —F) &Y—h—/)—FK (F—%/—F)
TH=TVa yOEEEN—Tariif—LET. T Tk, CentOS7.4 AL F ¥,

Hadoop 77 7 A % —Tld, MEEOBIEDIS, OSON—F 1 v a vt a—F—F—FDON—F 1
DarENADOWET 4 A7 TR LE T, £72. CemtOST DA, 77 AN AT L, f5HE
THR—PFLTVDXFS THELL $9, F3-4 L& 3-5(2, CentOS 7.4 (251} A Hadoop 77—
T4 varflERLET,

#£3-4 YAA—/—FDIS—F 123 fl

RN—F13> vy hARA b TrAINVY AT LDIEE BWHTIAE
Jdev/sdal /boot XFS 1GB

/dev/sda2 e L swap 8GB

Jdev/sda3 / XFS 4T

#3-5 T—H—/—KDIs—F 13310

N=—F 43> ¥y hRA b TrANVY AT LOEE BNHTER
/dev/sdal /boot XFS 1GB

Jdev/sda2 L swap 8GB
Jdev/sda3 / XFS 4T
/dev/sdbl /datal XFES 3TB

fdev/sdcl /data2 XFS 3TB

/dev/sdd1 /data3 XFS 3TB

/dev/sdel /datad XFS 3TB

OS HO 7 14 A7 1%, /dev/sda THEEL L. HDFS HD 7 1 A 7 1%, /dev/sda LD T 1 A 7
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(/dev/sdb. /dev/sdc. /dev/sdd 7 &) TR L TWE T, OS HOF 4 A7 D /dev/sda |d. LVM
THELTLDPTVEEAN, F—FHT 1 A2, JELVM TR L T 728w, AETIL, 0S
& LT CentOS 7.4.1708 (AT TIL, CentOS 7.4 LR LIZLFT) 2_R—ATHILFEFT, F=

3612, YAS—/—F, BILU, J—=H—/—FDCent0S 7.4 TOREHHETRLE T,

#3-6 Cent0S7.4 TOHRTFIER

CentOS 7.4 TORTEIEE X TES
RPM /Sy 7 —3 FEZN 1135
FA L= Hadoop #EMlE & %27 — %t > ¥ —DP{E

Huts () . Asia/Tokyo)

root /XA — F

Sjucte

i AE

ML — A

0S 1 ¥ A b — 141 useradd T ¥ > FTIERL

FARIN—F 4 Ta Y

F2-4, F2-5%BW (F—yHT+ AL,
0S 4 ¥ A b— L fkIZi#E)

Kdump D7z 5E

A%h

v hI—2% [EE P & A5 (77— % ., EHHOfREK2 2
HELEE)
RA N FQDN TikE. FAAL v &EMHITH I E

(8 : n0121.jpn.linux.hpe.com)

CHW BN HETT,

&j Column  Hadoop 1 > X h—=ILEID OS DA X =Ny T F 9T

Hadoop Z {53 234, #8/ — FICH UM ® Linux 24 » A b= LE 325, Fikk
LT, RELGUITUTO 2@ B HD 3,

BE1. &/ — il Linux 881> —ILT3
HE2. AA=VNy IT7 9 TEMD/—FIZVIXMTTS

FHELi, R — FIZOSOHEIA YA F—NH——%HR L TBE, hOT—H—/—
F#% PXE 7— b &8 T Linux 22 HEA > 2 b=V $5HETT, HEIA YA =1L Tk
& L Tl%. Red Hat & OS THh X, Kickstart, SUSE % OS THiLiE AutoYast. Ubuntu 53
THiUL Preseed ZiVFE T, KB 525 —% LT, OSOFHA YA P —NVETIERICL

b —hHOKE2, Ny s Ty TN EEfioT, 7T—A—/—FD1HIZA YA b=
WLZOSDNA—FF4 A2 KB A—TV 774 MELTIEL, o7 —H—/—FIZ0S
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A A=Y HRYZMTTEHETT. BEEGEZET TR { . Hadoop HEEFAD 0S 4 A — T %]
BO PN T HUE, 2 — FEERE @ Hadoop 40T 2 KIRZHIK T X 5 720, FEHIC
FHTT. —MiZ, Kickstart 4 ¥ 2 b= == f A=)\ y 77 v 7 —ri—1F, FHl
J—FIZHE LT,

By —LELTIE SFEELLOMFELF T, /2L 21E. HPE Insight CMU D X 9
12, Kickstart £ YA === L A= N9 2797, L A=TYAFTOTRTOE
REARBREINTWLY 7 My 2 72 IRT 284 (@3-1) dbhd, A—Frv—20v7
Fr 7 CHERT 255 0H 0 7,

RRS—I—F o-n—J—F D=n—)—Fk =) =K DIAPL RIS -
: Linux%Z

B> M=
RHEL/Cent0OS :Kickstart
SLES :AutoYast
Debian/Ubuntu :Preseed

RAS=J—F  D—p—J=K  D=p—J=F  T=p—J—K H5APINTTY

OSA A—SZEE

RAP=J=K  D=p=J=K D=p—J=k T=ph—J=K DSAPLIRTY
r T T

ﬂﬁk%?ﬁ&%a?&
" —F @ — kK :
- d

B 3-1 HPEInsight CMU (2 &% OSEEfis. A X =Ny IT7 9T YR LT

3-2-2 Apache Hadoop 3 [CHE OS OEHIERTE

08 D FAR I BEDTHFA S, Apache 71 ¥ = 7 bATRML L T % [Apache Hadoop 3] %
CentOS 7.4 124 Y A b=V L ¥, EREOARFREIIBVWTE, YA -/ - FO7 =5 etk
LN —EADWHMEEAZER T HLESFH N ET0, 4k, A~/ — FOTHEEER L%
Wi (RAFY—/ = R 1 B0 CHMLET, /-, BE/ —Fe2I3477 b/ —F%



1ETHEHALET,
#5455 % Apache Hadoop3 7 7 A ¥

@ 3-2 Apache Hadoop 3

—DYAT LR 3-2 1R LET,

CAZ—J =K F-n—J—F I—h—t—F

I—ph—J—K

B OWEETFIR

Vi iy i —

B/ R
S5AFYRI—F

b

Proxy
NTP

DNS

- BHJ)—RBRISAPURI—R
+ RRI—J—R

- D—h—J—F

- EEY—)L

« 3y RD—D8R

« EERELAN

« F—HRLAN

- YRY—/—ERD0S

+« TJ—h—J—FRoD0S

+ HadoopDiEFi&)(—=3 >
+ Hadoop®- >A h—JL5&

D18 (2 —RHA2F—RY MCFIERATED LS CNATEZRE)
18

138

s clushdR> R (AR REES/ — RIE—FRITIZIV-IL)
&/ —RE BB —REHTA Y-y MCPIEXTMEET S
:172.16.0.0/16

:10.0.0.0/24

: CentOS 7.4.1708

: CentOS 7.4.1708

: Apache Hadoop 3.1.0

/optT A LI RUBLF

3-2 Apache Hadoop3 75 X # —D ¥ AT L&

H EE IP 7 RLADRE

GIFAT N/ = FEEHeE/ — NiIBnT, BHANC T HANICIZEEIPT FL
AFE LTS, AN, 172.16.1.X/16 DYEHH A v b7 — 2 10.0.0.0/24 %% Hadoop
FAY—DTF—F Ay bT—7ELET,

734T7 Y/ —F&Hadoop 7 T AT =D&/ — FHEHP Ay bT—27, B, 7—%H
Ay PI—ZTTCPAP@ETERITIUILL ) EFE A, FAMREIP T FLADMILIE, F3-7
(1) &£3R3-7 (2) IT/RL72EBN T,

#®3-7 (1) BEARIPMZEIPT RLIOME

/ — RofEsE EEAKZ E IP7 KL X

ZFA TS b A—F n0120-mgm.jpn.linux.hpe.com 172.16.1.120/16
R == P n0121-mgm.jpn.linux.hpe.com 172.16.1.121/16
Hhepes i B n0122-mgm.jpn.linux.hpe.com 172.16.1.122/16
Wi e B n0123-mgm.jpn.linux.hpe.com 172.16.1.123/16
J—h—A—F n0124-mgm.jpn.linux.hpe.com 172.16.1.124/16
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#=3-7 2) F—4BHFRIMKEIP T FLIDOMG

/ — FOIERE T—2RAKR bE IP7RLZ
24T —F n0120.jpn.linux.hpe.com 10.0.0.120/24
TAF—/—F n0121jpn.linux.hpe.com 10.0.0.121/24
Pi—=gp— = n0122.jpn.linux.hpe.com 10.0.0.122/24
T—Hh—7 =K n0123 jpn.linux.hpe.com 10.0.0.123/24
Je=dr= i B n0124 jpn.linux.hpe.com 10.0.0.124/24

B RA FRORE

24T N —FDRAMEEHRELTBE T, SAMIE, FAA 5% & FQDN T
HELET,

# ip -4 addr show dev ethO
3: ethO: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 gdisc pfifo_fast state UP glen 1000
inet 172.16.1.120/16 brd 172.16.255.255 scope global ethO
valid_1ft forever preferred_lft forever

# hostnamectl set-hostname n0120.jpn.linux.hpe.com; hostname
n0120. jpn.linux.hpe.com

ZIFAT YN —Fb&/—FIZSSHER L, FAMEERELTF T, FA MR, FAA
Y& %4 FQDN CikE L ¥,

# ssh -1 root 172.16.1.121 \

"hostnamectl set-hostname n0121.jpn.linux.hpe.com; hostname"
root@172.16.1.121’s password: XXXXXXXXXXXX

n0121. jpn.linux.hpe.com

# ssh -1 root 172.16.1.122 \

"hostnamectl set-hostname n0122. jpn.linux.hpe.com; hostname"
root@172.16.1.122’s password: XXXXXXXXXXXX

n0122. jpn.linux.hpe.com

# ssh -1 root 172.16.1.123 \

"hostnamectl set-hostname n0123. jpn.linux.hpe.com; hostname"
root@172.16.1.123’s password: XXXXXXXXXXXX

n0123. jpn.linux.hpe.com

# ssh -1 root 172.16.1.124 \
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"hostnamectl set-hostname n0124.jpn.linux.hpe.com; hostname"
root@172.16.1.124’s password: XXXXXXXXXXXX
n0124. jpn.linux.hpe.com

W hosts 77 1 LDRE

7FA4 T/ —F®D/etc/hosts 77 A N EFELTT I, LT, root 2—H—Da~<x > F7
0y7 e (¢, —fka—H—ona~vrFrar7 % [$] TELET,

# hostname
n0120. jpn.linux.hpe.com

# vi /etc/hosts
127.0.0.1 localhost localhost.localdomain localhost4 localhost4.localdomaind

gail localhost localhost.localdomain localhost6 localhost6.localdomain6
172.16.1.120 n0120-mgm. jpn.linux.hpe.com n0120-mgm
L7l A8, 1l GatRhl n0121-mgm. jpn.linux.hpe.com n0121-mgm
172.16.1.122 n0122-mgm. jpn.linux.hpe.com n0122-mgm
172161 .123 n0123-mgm. jpn.linux.hpe.com n0123-mgm
172.16.1.124 n0124-mgm. jpn.linux.hpe.com n0124-mgm
10.0.0.120 n0120. jpn.linux.hpe.com n0120
10.0.0.121 n0121. jpn.linux.hpe.com n0121
HONOR O 22 n0122. jpn.linux.hpe.com n0122
10.0.0.123 n0123. jpn.linux.hpe.com n0123
10.0.0.124 n0124. jpn.linux.hpe.com n0124

i Hadoop 75 ZZ2—D%&./— F®letc/resolv.conf 77 1 IV TIEE SN/ DNS #— N~ IC LB H
BRI TE B5AL., /etc/hosts 7 7 1 ILDREIITET T, DNS =N — (L L B RFIFAD T&
LWEEE. Jetc/hosts 77 1 ILOBEESDATT,

B SSH ERDEE
P2IAT b= FhpbNAT— NANR LTE/ — FIZSSHERSTEL L) ITRELET,
# rm -rf /root/.ssh/*
# ssh-keygen -f $HOME/.ssh/id_rsa -t rsa -N ’’

# 1s -a /root/.ssh
id_rsa id_rsa.pub
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EF//—FIZa¥—L, NAT=FANLLT, 29347 /= Fibae/— FIZSSHE
FEX DL HICHREL Y6 root T—H— |2l /SAT — F& LT [password1234] A¥HHiliek
NTwb e LET,

# yum makecache fast &% yum install -y sshpass

# sshpass -p "password1234" \

ssh-copy-id -f -o StrictHostKeyChecking=no root@n0120

# sshpass -p "password1234" \

ssh-copy-id -f -o StrictHostKeyChecking=no root@n0121

# sshpass -p "password1234" \

ssh-copy-id -f -o StrictHostKeyChecking=no root@n0122

# sshpass -p "password1234" \

ssh-copy-id -f -o StrictHostKeyChecking=no root@n0123

# sshpass -p "password1234" \

ssh-copy-id -f -o StrictHostKeyChecking=no root@n0124

# sshpass -p "password1234" \

ssh-copy-id -f -o StrictHostKeyChecking=no root@n0120-mgm
# sshpass -p "password1234" \

ssh-copy-id -f -o StrictHostKeyChecking=no root@n0121-mgm
# sshpass -p "password1234" \

ssh-copy-id -f -o StrictHostKeyChecking=no root@n0122-mgm
# sshpass -p "password1234" \

ssh-copy-id -f -o StrictHostKeyChecking=no root@n0123-mgm
# sshpass -p "passwordi1234" \

ssh-copy-id -f -o StrictHostKeyChecking=no root@n0124-mgm

H clustershell D12 b=

75 A8 —TOREFREOHEILZ KB 7, clustershell # 7 5 A 7> /) —FIZA ¥ A+ —
VWLET, BEEMNE/ — Nla<xr FE—FRTT5123, clusha~v» F2FAIALI T,
clush 2% ¥ FliE, #7233 T/ —F2EETEET, YAV —/—F1HOA, BT —
H—=) =N, &/ —-FhEw) ki, Ml ERGHRn /- F2EEL, Thbicd LT
FRav sy FeRfTTa&a), KBS I A7 —Tid, FEFICARLZY—-LVTT,

# yum clean all && yum makecache fast && yum install -y epel-release
# yum install -y clustershell

clush IV Y FOFEMOHR ) — FO 7NV — T2 /ER L £ 7, clush I~ ¥ Fi, FajlicikE L7
EHNR - POV —THBFELTBINE, clush a7 FOF 7L a YIZED TV —TE%
15352 LT, ~HFIXIT Y FREITT 5 SSHERGOERNR ) — FEEETE TS, 2Lz
i, Zv—7% lall] 2EFL, 72 FAY—/—F&7V—7 [all] IZFTE S5 L. clush
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vy FTFNV—7% [all] #iRETIL, &2 5 A% —/— FIZ—-FICSSHEHEL, 27~
FRETTEF T, 4MiE, clush I7 Y FOZL—72UTOLIICER LT T,

3-8 clusha~x > KOTIL—TF

clush 2v> FTHEATR I —T% BEEHR/ — FORR b &

all n0121, n0122, n0123, n0I124

cl n0120

nn n0121

dn n0122, n0123, n0124

all-mgm n0121-mgm, n0122-mgm, n0123-mgm,
n0124-mgm

cl-mgm n0120-mgm

nn-mgm n0121-mgm

dn-mgm n0122-mgm, n0123-mgm, n0124-mgm

M clush O Y FTEATSTIV-TDER

Apache Hadoop 3 7 5 A% —l&, YA ¥ —/—=FN& T —Hh—J = FZG5n»bdizH, clush
av Y FTHERAT 27V —TE2UTOLH)IZERLE T LTD clush I~ FORET 7
1 ) /etc/clustershell/groups N TIX, FA A Y ZEEMLIFA MATIHEL T E T
/etc/hosts 7 7 AV, F721d, DNS F—=/"—=TF AL » ZEEWE LKA M GOBHIFIAT
&5 EHHIRTT,

# cat > /etc/clustershell/groups << __EOF__

all: n0121,n0122,n0123,n0124

cl: n0120

nn: n0121

dn: n0122,n0123,n0124

all-mgm: n0121-mgm,n0122-mgm,n0123-mgm,n0124-mgm
cl-mgm: n0120-mgm

nn-mgm: n0121-mgm

dn-mgm: n0122-mgm,n0123-mgm,n0124-mgm
__EOF__
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H clush O3V RIC&D—H SSH ERDRE:SR

ISAT— K& ANEFIZSSHERAFTE L0 E I E T AN LES, 72, &/ - FOFKAL
%7, FQDN THRRSNAZ L2l LEFd. 93, 7 7HLANRH TR, — FIZH LT,
—FIZSSH#ERI L, clush I~ FIZ, g 4733 v T/ V—TEEEEL, FAMGEFRT
EHMEMRLE T,

5 3-9 |2 Hadoop 7 7 A5 — T L L FIH S A clush 2= ¥ FOFELF T a v L 2O
FHEBLTBETY,

#3-9 clushaAv > FOELEA T 3> &2 DFERSE

clusha<> Ko+ 73>

* 73 OBk

&R

g S —T% 7 — T4 % R E clush -g cl "Is"
-gall all 7 Vv — 7 %455 clush -g all "Is"
-a all 7 Vv— 7 xR/ clush -a "Is"

e FN=T 1, FN=72

T — 7% R E

clush -g nn,dn "Is"

-w A M FA N & BRIIZHRE clush -w n0131-mgm "Is"
-g FI—F7% -L F =" clush -g dn -L "Is"
-al all 7 Vv—7TvV—} clush -aL "Is"

- 774N —=dest=T" 1 L7 1)

TrANETALZ P)IZTE—

clush -a —c file —-dest=/root/

PIAT = RIS L TR, [-g 1], &7 7 A%~/ — Fi2id, [-g al1] 2#BELE T,
F72. [-g cl,all] EHRETNIL, 7FA TV P/ —FEErI9A%—/—Fa —FICIBETE
F9, LATvayizih, J-F&HTY—PFLET,

# clush -g cl,all -L hostname

n0120:
n0121:
n0122:
n0123:
n0124:

n0120. jpn
n0121. jpn
n0122. jpn
n0123. jpn
n0124. jpn

lamee?
.linux.
.linux.
.linux.
.linux.

hpe.
hpe.
hpe.
hpe.
hpe.

com
com
com
com
com

Rz, EHHLANBH TR/ — FIH LT HFICSSHEM L, FA MERRTEL0EH

BLET,

# clush -g cl-mgm,all-mgm -L hostname
n0120-mgm: n0120. jpn.linux.hpe.com
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n0121-mgm: n0121. jpn.linux.hpe.com
n0122-mgm: n0122. jpn.linux.hpe.com
n0123-mgm: n0123. jpn.linux.hpe.com
n0124-mgm: n0124. jpn.linux.hpe.com

/) — FIZSSHEWM TEDL Z EWMRTET Lz FNV—T4EH->T, YAY—/ —FDAh,
BLO, T—H— /)~ FOMRISSHERTXAH LML TSN,

# clush -g nn hostname
n0121: n0121.jpn.linux.hpe.com

# clush -g nn-mgm hostname
n0121-mgm: n0121. jpn.linux.hpe.com

# clush -g dn -L hostname

n0122: n0122. jpn.linux.hpe.com
n0123: n0123.jpn.linux.hpe.com
n0124: n0124.jpn.linux.hpe.com

# clush -g dn-mgm -L hostname

n0122-mgm: n0122. jpn.linux.hpe.com
n0123-mgm: n0123. jpn.linux.hpe.com
n0124-mgm: n0124. jpn.linux.hpe.com

H yum ESI3570FY—9—I\—DEE

TOF == N—EHT/Ny 5 — T % AFT 585513, Hadoop 7 7 A% — / — F@ yum. conf
ZrANITOF L —F =N DREPLETT, TIT, 70X —H—N"—DRBEREL
72/etc/yum.conf 77 A NEE/ — FIZ3¥—=LE T, clush A2 > FaffioT, 774 V%2
=T 5121, -cA 7 araffsl, ad—%o71 L7 b %% [--dest=] ORIHEL
QN

# echo "proxy=http://proxy.your.site.com:8080" >> /etc/yum.conf

# clush -g cl,all -c /etc/yum.conf --dest=/etc/

# clush -g cl,all -L "grep proxy /etc/yum.conf"
n0120: proxy=http://proxy.your.site.com:8080
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M /etc/hosts 77 ILDIE—
Jetc/hosts 77 A Vv xd/ —Fica¥—LFEd,

# clush -a -c /etc/hosts --dest=/etc/

B H—RIVINSA—=F—DEE

Hadoop 7 9 A% —[MFDH =3 NiNF A= =1 #HELET, ATy FICET B H— N8
7 A—%— [vm.swappiness] % [1] I[Zi&ZE LT3,

# cat >> /etc/sysctl.conf << __EOF__
vm.swappiness=1

__EOF__

# clush -a -c /etc/sysctl.conf --dest=/etc/

# clush -g cl,all -L "sysctl -p | grep swappiness"
n0120: vm.swappiness = 1

[ t %@m\7547»#/7Ft?izaf/fFt@ﬁfiwmﬁxfaf%ﬂ—uﬁﬁbitﬂ]

SRIZ. Transparent Hugepage (BLF. THP) T ZERIZ L $ 3,

t THPICEL->TOSICEWRAEYDEBBUELEZIN—ST—TIDOH A IEETBCEETH.
Hadoop Tld. THP 2 EXCT B LA HEShTWET,

OS M4 % rc.local 77 A WMIIINT A=y —%RET LA~V FEERH$ 52 LT, 08
RN A — 7 —DPHEWICRESNT T,

t rclocal Z7 1D 147BICIE. [#Ubinbash] DECEN $ 22 & #HERBLTLEEWL, 2017
NhnE, OS EEERFD relocal 7 7 TILORITICKBLET,

# cat >> /etc/rc.d/rc.local << __EOF__

echo never > /sys/kernel/mm/transparent_hugepage/defrag

echo never > /sys/kernel/mm/transparent_hugepage/enabled
EOF
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# clush -a -c /etc/rc.d/rc.local --dest=/etc/rc.d/

# clush -g cl,all "chmod 755 /etc/rc.d/rc.local"

# clush -g cl,all -L "1s -1 /etc/rc.d/rc.local"

n0120: -rwxr-xr-x 1 root root 586 Feb 9 15:53 /etc/rc.d/rc.local

THYABOV T Iy FEN=F 3y MIMETH5%E 7 71 [90-nproc.conf| %1
BLET,

# cat > /etc/security/limits.d/90-nproc.conf << __EOF__
* soft nproc 65536
* hard nproc 65536

EOF

I

F—=TrTCELTFANEOY T F) Iy ben—FY 3y MIBETAHET 71 [91-nofile.
conf | MEREL 9,

# cat > /etc/security/limits.d/91-nofile.conf << __EOF__
* soft nofile 65536
* hard nofile 65536

EOF

TER L7222 2DBE7 7 A NVEE/ — FIza¥—-L 3T,
# clush -a —c \
/etc/security/limits.d/90-nproc.conf \
--dest=/etc/security/limits.d/

# clush -a -c \

/etc/security/limits.d/91-nofile.conf \
--dest=/etc/security/limits.d/

W 77479 %—)b& SELinux OFEE
4lalix, 774 T 7+ —)\% OFF, SELinux % disabled [CLTEB&F7,

# clush -g cl,all "systemctl disable firewalld"
# clush -g cl,all "systemctl stop firewalld"

# clush -g cl,all \
sed -i \
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"?s/SELINUX=enforcing/SELINUX=disabled/g’ /etc/sysconfig/selinux"

SELinux DfxE 7 7 4 WINIZ [SELINUX=disabled] Ao SN TV L 0Z2MERL 7,

# clush -g cl,all -L "grep “SELINUX= /etc/sysconfig/selinux"
n0120: SELINUX=disabled

H OS OFEEE)

&/ - FEmEHLET.

# hostname
n0120. jpn.linux.hpe.com

# clush -a reboot
# reboot

H OS BiEDINS X —5—DFER

OS Fiedhth, Dl&k&, 7947 b/ —FTEELIS, RELZOSHEDINT A —F —
EWERRLE T,
# hostname

n0120. jpn.linux.hpe.com

# clush -g cl,all -L "cat /proc/sys/vm/swappiness"
n0120: 1

# clush -g cl,all -L "cat /sys/kernel/mm/transparent_hugepage/defrag"
n0120: always madvise [never]

# clush -g cl,all -L "cat /sys/kernel/mm/transparent_hugepage/enabled"
n0120: always madvise [never]

TUYAKIZET LY 7 M) Iy bEN=F) Iy POREVEN R o TnDEPERHERL

9,
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# clush -g cl,all -L "ulimit -Su"
n0120: 65536

# clush -g cl,all -L "ulimit -Hu"
n0120: 65536

=T TELTTANVBICEATAY 7 E) Iy bEN=F) I v bOEREVFENIR-TH
LHhEMERLET,

# clush -g cl,all -L "ulimit -Sn"
n0120: 65536

# clush -g cl,all -L "ulimit -Hn"
n0120: 65536
4/ — FOSELinux &7 74 77 4 = VMR > T D0 hMALE T,

# clush -g cl,all -L "getenforce"
n0120: Disabled

# clush -g cl,all -L "systemctl status firewalld | grep Active"
n0120: Active: inactive (dead)

B RBZIEHADERE

Hadoop 7 7 A% —Tlt, &/ — FTHE LKA %% 2 L PBETT, BEOH— =26 L
AaH e 12id, KHIFEHOAMAPLETT . FEZIFEIZIE, ntp % chrony 2RI AT HET T . 2
T, HANTP H—/N—DF A M4 % ntp. jpn.linux.hpe.com’ & LEFT, T, &/ — FiZ
chrony # 1 Y A P—=VLET,

# clush -g cl,all "yum clean all &% yum makecache fast && yum install -y chrony"
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t  DNS H#—/3—(C ntpjpn.linux.hpe.com #EiEEh, £/ — F» 5 DNS #—N—~OEVEhE
ICEDERBARN TELE RN T A,

chrony.conf 7 7 £ L [server X.centos.pool.ntp.org iburst| (X I2iZ, 0°5 3 D°A5)
LELE SN TV 44TORIEIC [#] # AR, A T FLET,

# cp -a /etc/chrony.conf /etc/chrony.conf.org
# sed -i ’/server /s/"/#/g’ /etc/chrony.conf

EHIZ, BET 7 ANDETATIZ, R 24N NTP - —3— & | FZFT§5 5 P4 v b
7—7 (172.16.0.0/16 & 10.0.0.0/24) %Ei L 7,

# echo "server ntp.jpn.linux.hpe.com iburst " >> /etc/chrony.conf

# echo "allow 172.

16.0.0/16" >> /etc/chrony.conf

# echo "allow 10.0.0.0/24" >> /etc/chrony.conf

HETTANTHRLE T,

# cat /etc/chrony.conf | grep -v "# | grep -v ~$
driftfile /var/lib/chrony/drift

makestep 1.0 3
rtcsync

logdir /var/log/chrony
server ntp.jpn.linux.hpe.com iburst
allow 172.16.0.0/16

allow 10.0.0.0/24

BRETTANEE/,— FIZTE—L., chronyd Z#H L 7,

# clush -a -c /etc/chrony.conf --dest=/etc/

# clush -g cl,all
# clush -g cl,all
n0120: Active:

# clush -g cl,all
# clush -g cl,all

n0120: 210 Number
n0120: MS Name/IP

"systemctl restart chronyd"
-L "systemctl status chronyd | grep Active"
active (running) since Wed 2018-04-04 04:45:38 JST; 30min ago

"systemctl enable chronyd"
"chronyc sources"

of sources =1
address Stratum Poll Reach LastRx Last sample

n0120:
n0120: “* ntp.jpn.

linux.hpe.com 10 6 S =il -119ns[-7401ns] +/-
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12us

LR FEATERC, MO NTP 4 —/3— [ntp.jpn.linux.hpe.com| DM [+ ] A7FR
ENTVAB L NTP H—N— L FHDHPTE TV ET,

J— FEITHMNIZKELERD D BEET, TRTO/ — FOBG# I E L3, L
TlE, 2018 4E 12 11 H 23 KR 45 20 I2iET A BT T,

# clush -g cl,all -L "date 121123452018; hwclock --systohc"
n0120: Tue Dec 11 23:45:00 JST 2018

C1) Column HPINTP #—/5—#3 % <Eip AL
NN

chrony (2 & - THN NTP H— 83— &L L2 b 63, BRI M3 2 5N &
LTid. NTPH——fiofEs £ 2 4. NTP 249 73y 2 7 413, —#kiz, Bgo
FEHEM) (NTP —o3—) &, T ANTP 254 7> Ml b sREEMHEEZE VT,
ORI, 15B20% D, I PV 15 B2z 5~ ¥ i, BRI B W TEBEME W &
AT S BERIE A S Byt GERNIIRGE) ShFE T,

FAZOD NTP H— =LA TELRVERERA ¥ ¥ — 3 v AL S/ LAN 8508
& B 16 B A BEN b7, NTP 2 54 7 >~ MIT chrony ®#EXIEL L 7o THIE
HHRFEP L 2w REIR-TLEE9,

ZAUZHAT B 121k, NTP H— " — 2B CTHBORBEIRICET (B LI+, K
RIIZIE. NTP 3 —/8—®/etc/chrony.conf 7 7 f MIZLL T O k9 i Ziait L 3.

local stratum 10

Litoda, COREEZMLZ NTPH—213—ik, BRo 10BEHEALRSh, THEOLY b
T— 7 AR OF—EAZHE L. NTP 7 54 7 > Md. BB %472 $§4. NTP #—
W=k, B NTP == LA TE vz, O—h L OREE % o THREZ R o3 —
CAERRIEL TS,
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3-2-3 Apache Hadoop 31X b=

0S DI FIFRENSE T L7256, Hadoop 7 T A S — DRREICLER /S r—V% A Y A =L L
9,

W Java I\vr—IDA X =)L

VA=) —FET—H—/—FF_TCilJavax A Y A b= VT HLENHY F§, Apache
Hadoop 3 Tl Java ® 1.8 RLL LAY H— F STV E T, Java IV { O A H ) T 725,
AENE, CentOS 7 DV AT B TRESN TV S Java AL T

# hostname
n0120. jpn.linux.hpe.com

# clush -g cl,all "yum makecache fast && yum install -y \
wget \

java-1.8.0-openjdk \

java-1.8.0-openjdk-devel"

B 1—5—0iEl

Hadoop 7 7 A% — % FIH$ A2 —F—%iBIML ¥, 4l&, Hadoop D 5 7% — 1 —H —
koga THRATAVATLZMEL T T, 2—HF—PHBELEREEGE, S TRERTRTO
I—H—%BIMLTBEET, LTFOF T, Hadoop 7 7 A% —%FIH 9% [hadoop] &9
== TN — T ZfER L, hadoop ¥ NV — FIZFTE Y AL —H — koga, L—HF— yam, L—H—
hdfs, L —— mapred Z{ER L TWE 3, 2XA 7 — FIZ#IHEEE T [password1234] 1L F L7,
$/2, &£/ —FTUD & GID 2 —HSEL2LENFH) T,
clush -g cl,all "groupadd -g 5000 hadoop"
clush -g cl,all "useradd -g hadoop -u 5000 koga"
clush -g cl,all "useradd -g hadoop -u 6001 yarn"
clush -g cl,all "useradd -g hadoop -u 6002 hdfs"

clush -g cl,all "useradd -g hadoop -u 6003 mapred"
clush -g cl,all "echo ’password1234’ | passwd koga --stdin"

HOH O O OH H

FUEME L0720, —f2—H—ilBWTh, AR# (id_dsa.pub 771 IV) ZffioT, /3A
T—FANRLTE, — FIZSSHERNFTEALLIITHEELTBE T,
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# hostname
n0120. jpn.linux.hpe.com

# su - koga
$ whoami
koga

$ rm -rf $HOME/.ssh/id_rsa
$ ssh-keygen -f $HOME/.ssh/id_rsa -t rsa -N

AL/ —FIZaE—0L, NAT—=FANLZLT, n0120 2564/ — FIZSSHEEHTE A X9
IZRRELE T,

$ sshpass -p "password1234" \

ssh-copy-id -o StrictHostKeyChecking=no koga@n0120

$ sshpass -p "password1234" \

ssh-copy-id -o StrictHostKeyChecking=no koga@n0121

$ sshpass -p "password1234" \

ssh-copy-id -o StrictHostKeyChecking=no koga@n0122

$ sshpass -p "password1234" \

ssh-copy-id -o StrictHostKeyChecking=no koga@n0123

$ sshpass -p "password1234" \

ssh-copy-id -o StrictHostKeyChecking=no koga@n0124

$ sshpass -p "password1234" \

ssh-copy-id -o StrictHostKeyChecking=no koga@n0120-mgm
$ sshpass -p "password1234" \

ssh-copy-id -o StrictHostKeyChecking=no koga@n0121-mgm
$ sshpass -p "password1234" \

ssh-copy-id -o StrictHostKeyChecking=no koga@n0122-mgm
$ sshpass -p "password1234" \

ssh-copy-id -o StrictHostKeyChecking=no koga@n0123-mgm
$ sshpass -p "password1234" \

ssh-copy-id -o StrictHostKeyChecking=no koga@n0124-mgm
$ exit

#

t AHBES/—FICIAE-LTHNRRAT—FAAOTOL TP FRRENTLEIBEE.
/home/koga 7 A L7 hUDIN—2 o3> 7001l 2TVEDEIDPERERBL TLLEE, Ei
sshpass 17 > FIC K BEEE 217 /2. #IED SSH #EKTRFIC. [Are you sure you want to continue
connecting (yes/no)? | EAHNERD 5N BHFEE. [yes] EADLTLLZE W, 2EBLEE. /¢
ZT7—=FADLELICED SSHIERHRIGEIC A £7,
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N RITEHDRE

Hadoop |ZPdF 2 BEBEEM AR EL T, 40, 1 YA b—=I3 25D, Apache hft Hadoop 3.1.0
@mmufﬁommwanmmui/wt?4b7bUKE%LiTc:®t@.ﬁﬁ%ﬁ®
[HADOOP_HOME | (%, /opt/hadoop-3.1.0 IZF%%F L ¥ ¥, BIEEHL, Hadoop 7 7 A ¥ — % & H
T Aroot THY Y bE, Hadoop 7 T AY —%FIHTAL—F—FXRTIIHELT T,

CentOS 7 (2B} % 2 — 4 — @ bash BIEZEEL X, $HOME/ .bash_profile |Zftii L 9, LT D
£ 912, .pash_profile |2 Hadoop BEDERAR 2B L 9, 70F o —H—N—fHTA ¥
F—Fy MIT7vAT 55, [ .bash_profile | IZBHEZ % [http_proxy] & [https_proxy]

ZReik L9,

# whoami
root

# cat > $HOME/.bash_profile << ’__EOF__’
if [ -f ~/.bashrc ]; then
. 7/.bashrc
fi
export http_proxy=http://proxy.your.site.com:8080
export https_proxy=http://proxy.your.site.com:8080
export PATH=$PATH:$HOME/.local/bin:$HOME/bin
export LANG=en_US.utf8
export JAVA_HOME=/usr/lib/jvm/jre
export HADOOP_HOME=/opt/hadoop-3.1.0
export HADOOP_CONF_DIR=$HADOOP_HOME/etc/hadoop
export HADOOP_INSTALL=$HADOOP_HOME
export HADOOP_MAPRED_HOME=$HADOOP_HOME
export HADOOP_COMMON_HOME=$HADOOP_HOME
export HADOOP_HDFS_HOME=$HADOOP_HOME
export HADOOP_YARN_HOME=$HADOOP_HOME
export HADOOP_COMMON_LIB_NATIVE_DIR=$HADOOP_HOME/lib/native
export HADOOP_OPTS="-Djava.library.path=$HADOOP_COMMON_LIB_NATIVE_DIR"
export JAVA_LIBRARY_PATH=$HADOOP_HOME/lib/native:$JAVA_LIBRARY_PATH
export LD_LIBRARY_PATH=$LD_LIBRARY_PATH:$HADOOP_HOME/lib/native
export PATH=$HADOOP_HOME/sbin:$HADOOP_HOME/bin:$PATH
SR EF

{EHi L7 .bash_profile &/ — FOL—HF—DFr—LF 1L s b)Ica¥—-L T,

# . $HOME/.bash_profile
# clush -a -c $HOME/.bash_profile --dest=$HOME/
# clush -g cl,all -c $HOME/.bash_profile --dest=/home/koga/
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# clush -g cl,all "chown koga:hadoop /home/koga/.bash_profile"
# clush -g cl,all -L "1ls -1 /home/koga/.bash_profile"
n0120: -rw-r--r-- 1 koga hadoop 841 Apr 4 05:55 /home/koga/.bash_profile

$HOME/ .bash_profile (23T, BEliZ o JAVA_HOME (213, 4 ¥ A b=V L7z Java DT 4
L2 Y /fusr/lib/jvm/jre ZIRE L TV E ¥ fusr/lib/jvm/jre DY AR v 2 ¥ 7 N4
FUDERIZ) ¥ 7 ENTw )R LET,

# clush -g cl,all -L "1s -1 /usr/lib/jvm/jre"

n0120: lrwxrwxrwx 1 root root 21 Sep 28 04:51 /usr/lib/jvm/jre -> /etc/alternat
ives/jre

# clush -g cl,all -L "1s -1 /etc/alternatives/jre"
n0120: lrwxrwxrwx 1 root root 64 Jan 16 06:54 /etc/alternatives/jre -> /usr/lib
/jvm/java-1.8.0-openjdk-1.8.0.151-5.b12.e17_4.x86_64/jre

B O—-h—/=ROF—=FATAAIDT =3 v b
J—h—/—FDTF—5 T4 A7 /dev/sdb % 74— b LEF, r00t THZ ¥ FTT 54—
vy FLET, 9. V—HF—/— FD/dev/sdb DIKFERFERL 9,

# hostname
n0120. jpn.linux.hpe.com

# whoami
root

# clush -g dn -L "export LANG=en_US.utf8; parted -ms /dev/sdb print"
n0122: BYT;

n0122: /dev/sdb:3001GB:scsi:512:512:gpt:ATA MB300OGCWDB: ;

n0122: 1:1049kB:3001GB:3001GB:xfs:primary:;

J—H—/—FD/dev/sdb HDTAF —7 = L a—F, BILU GPT/S—F 1 ¥ a3 VIZBT

HIEREHIGET A0, T—HF—/—Filsgdisk IX Y FE A YA M= LFT, sgdisk I
< Flid, gdiskRPM /Sy 7 =V IZ&EFNTWE T,
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# clush -g dn "yum install -y gdisk"

J—Hh—/—FD/dev/sdb NDTAZ —7T—hLa—F, BXU, GPT/A—F 1 ¥ 3 »IZET
LIEREHIBEL £3,

# clush -g dn "sgdisk -Z /dev/sdb"

J—h—/—-FEHEHLIT,

# clush -g dn "reboot"

7 =% —/— FD/dev/sdb IZ GPT /8= 7 1 3 DIV EHG5LET,

# clush -g dn "parted -s /dev/sdb mklabel gpt"
7—=71—=/—=FD/dev/sdb IZXFS D77 A~ N—=F 1 aryzlEkl 4,
# clush -g dn "parted -s /dev/sdb -- mkpart primary xfs 1 -1"

T —H—/— F®D/dev/sdb IZVER L72/8—F 1 3 ¥ /dev/sdbl # XES T7 +—~< v b L ¥
—a_To

# clush -g dn "mkfs.xfs -f -i size=512 /dev/sdbl"

[ t ERilC/data FTRIL PENTVWBLENHYET, j

M /etc/fstab ~DiESE

7 —%—/— K@ 0S EEFIZ/dev/sdbl A3 /data T4 L 7 M) ICHEIMIC Y hE A X
I, T—Hh—/— Fletc/fstab 77 A NV E B LT T,

# clush -g dn "mkdir /data"

# clush -g dn "echo ’/dev/sdbl /data xfs defaults 0 0’ >> /etc/fstab"
# clush -g dn "grep /dev/sdb /etc/fstab"

n0122: /dev/sdbl /data xfs defaults 0 O
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P =

N

Jetc/fstab 7 7 A Wik, T—HA—/—FIZXoTOSD/boot /X—T 4 a3, /N—T4

Column  /etc/fstab M ECR

Yar, swap ST A Y arEECH)SRTHENLT /N, A UUID 8R40 7,

# clush -g dn -L "cat /etc/fstab | grep -v "# | grep -v ~$"

n0122:
n0122:
n0122:
n0122:

Jetc/fstab 7 7 A VeI —H— /) — FTH—L7-WEAIE, UUID Tld%d. 5254 2%
TRib LF 3. MK, HLF NS A0 —F 1 ¥ a v FS (Jdev/edaX) E8—F 4 v a i
(/v /boot. swap % &) DHfINIE, OS £ ¥ A b —IVEIZE/ — FTHR—-LTBLLEFHD

ERRS

UUID=24aa604b-76d6-4b78-86ce-a9de2b7034bl / xfs defaults
UUID=7a41373c-3017-4448-87a8-33aae1b99619 /boot xfs defaults
UUID=219732bf-d477-455d-816b-6ae09e¢eb20bf swap swap defaults
/dev/sdbl /data xfs defaults 0 O

# cat > /tmp/fstab << __EOF__

/dev/sda3 / xfs defaults
/dev/sdal /boot xfs defaults
/dev/sda2 swap swap defaults
/dev/sdbl /data xfs defaults
_EOQF_

letc/fstab 7 7 4 Vid, GLl I AHH 5 L OS DEIICIMT 2 2 DERALETT, ¥
. FAMOT7—A—/—=F1H CFORITIE, n0122) TIEHIZ OS ANEEITE 52 LA¢
MRETELL, ROOET—H— /) — Fllfstab 77 A L ZIE—FT 2 L) FIHZ MG & &

© ©o o o
o O © o

WTL 9o

EE R B A

clush -g dn "cp /etc/fstab /etc/fstab.old"
clush -w n0122 -c¢ /tmp/fstab --dest=/etc/
clush -w n0122 reboot

clush -w n0122 "df -HT"

clush -g dn -c /tmp/fstab --dest=/etc/
clush -g dn reboot

clush -g dn -L "df -HT"

o O C
[ole e

BT —H— /) — FD/data 577 ¥ FTELDEMEREL T,

# clush -g dn "mount /data"
# clush -g dn -L "df -HT | grep /data"
n0122: /dev/sdbl xfs 3.0T 34M 3.0T 1% /data
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DET, = T4 L7 M) RET—H—/—FIZBW IR Ty b TEF LI, &7 —H—
J—FDOS ZFEE L. BEINIZ/data TA L7 PUDBT Y X FENTWA I EERRLE T,
# clush -g dn reboot

# clush -g dn -L "df -HT | grep /data"
n0122: /dev/sdbl xfs 3.0T 34M 3.0T 1% /data

B HDFS A7 « L7 Y DIERL

YAY—/—FBXU, 7—%—/— Fil/data/hadoop/hdfs 71 L 7 M) Z{EK L., FifiE
% hdfs, BT 7' Vv — 7% hadoop IZZEHFE L ¥, £7-, hadoop 7' V— T IZFTET A L—H—1Zxf L
TEZEALFENARG R 50, TV EAMELZ 775 123 ELE T,

# clush -g nn,dn "mkdir -p /data/hadoop/hdfs"
# clush -g nn,dn "chown hdfs:hadoop /data/hadoop/hdfs"
# clush -g nn,dn "chmod 775 /data/hadoop/hdfs"

77 ANVOREE, AN —F, PIAHEPEL (RESN TV PR L £,

# clush -g nn,dn -L "export LANG=en_US.utf8;ls -1d /data/hadoop/hdfs"
n0121: drwxrwxr-x 4 hdfs hadoop 27 Apr 4 19:37 /data/hadoop/hdfs
n0122: drwxrwxr-x 2 hdfs hadoop 6 Apr 4 20:33 /data/hadoop/hdfs
n0123: drwxrwxr-x 2 hdfs hadoop 6 Apr 4 20:33 /data/hadoop/hdfs
n0124: drwxrwxr-x 2 hdfs hadoop 6 Apr 4 20:33 /data/hadoop/hdfs

B Hadoop @ tarball DAF & RE

Hadoop D@ tarball # AL, Jopt (2B L £ 3, $HOME/.bash_profile PIIZFLE L 72
[HADOOP_HOME=/opt/hadoop-3.1.0| &SN LD L5 12 tarball ZERI L £ 4,

# cd

# pwd

root

# wget https://www.apache.org/dist/hadoop/core/hadoop-3.1.0/hadoop-3.1.0.tar.gz
# md5sum ./hadoop-3.1.0.tar.gz

£036ebd3fal0ef66ee1819e351d15b6cb ./hadoop-3.1.0.tar.gz
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# clush -g all -c ./hadoop-3.1.0.tar.gz --dest=$HOME/
# clush -g cl,all "tar xzvf $HOME/hadoop-3.1.0.tar.gz -C /opt/"

3-2-4 Hadoop DEET 71 ILDIERX

Apache Hadoop 3 @ XML JEXD#EE 7 7 A V2 (ER L F 9. F7% XML EXNOE 7 7 1 Vid,
R3I-10DEBHTT,

£3-10 EHEXMLEXOIZRET7 7 1L

XML 7 7 1 )b AR

core-site.xml TAF—=I—=F, TUyERF)FALZ M) Ny T AORERE
yarn-site.xml VY= AT F =Ty OFERL AT ) E DY THEER L

hdfs-site.xml L7 o, HDFS D7 1 L & b OffEs &

mapred-site.xml AL O A TdH 4 [MapReduce] DFH/ST 2 — 5 OFkE R &

M core-site.xml 7 7 1 JLO{ERE

core-site.xml 7 7 4 VERMER L £3, BE 7 7 4 WAD £s.default.name OfEIZ, [hdfs:/~
28—/ —R£:9000| #EEL T T, AL, vAF— /7 — FA7n0121 TT DT, [hdfs://n0121.
jpn.linux.hpe.com:9000] ¥ L 9, BRIEAL® [$HADDOP_HOME| IIFRE SN TV AE%E
MRLET,

# clush -g cl,all -L ". $HOME/.bash_profile; echo $HADOOP_HOME"
n0120: /opt/hadoop-3.1.0

core-site.xml 7 7 f V% core-site.xml.org & LTIK¥—LTBEXF T,

# clush -g cl,all ". $HOME/.bash_profile; \
cp $HADOOP_HOME/etc/hadoop/core-site.xml \
$HADOOP_HOME/etc/hadoop/core-site.xml.org"

FNVTFNDT 7 ANETIE—L725, core-site.xml 7 7 A VEEH L ¥,
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# cat > $HADOOP_HOME/etc/hadoop/core-site.xml << "__EOF__"
<?xml version="1.0" encoding="UTF-8"7>
<?xml-stylesheet type="text/xsl" href="configuration.xsl"?>
<configuration>
<property>
<name>fs.defaultFS</name>
<value>hdfs://n0121.jpn.linux.hpe.com:9000</value>
</property>
<property>
<name>hadoop.tmp.dir</name>
<value>/tmp/hadoop-${user.name}</value>
</property>
</configuration>
EOF

TERE L7: core-site.xml 77 A Ve &/ —FiZa¥—-LFT,

# clush -a -c \
$HADOOP_HOME/etc/hadoop/core-site.xml \
--dest=$HADOOP_HOME/etc/hadoop/

4/ — F® core-site.xml 7 7 4 V2 [hdfs://n0121. jpn.linux.hpe.com:9000] AIFELil
ENTVEPE )RR LT T,

# clush -g cl,all -L ". $HOME/.bash_profile; \

grep n0121.jpn.linux.hpe.com \

$HADOOP_HOME/etc/hadoop/core-site.xml"
n0120: <value>hdfs://n0121. jpn.linux.hpe.com:9000</value>

W varn-site.xml 7 7 1 JLO{ERL

RIZ, yarn-site.xml 7 7 1 VEVER L $ 9, Hadoop 7 7 A ¥ —&kDEFEM 44T Resource
Manager @ / — F% n0121.jpn.linux.hpe.com \ZIBET A 720, BRET 7 A WINDINT A — 4§ —

[yarn.resourcemanager.hostname | |2 n0121.jpn.linux.hpe.com & 7Lik L ¥ 3

# clush -g cl,all ". $HOME/.bash_profile; \
cp $HADOOP_HOME/etc/hadoop/yarn-site.xml \
$HADOOP_HOME/etc/hadoop/yarn-site.xml.org"

# cat > $HADDOP_HOME/etc/hadoop/yarn-site.xml << "__EOF__"
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<?xml version="1.0"7>
<configuration>
<property>
<name>yarn.resourcemanager .hostname</name>
<value>n0121.jpn.linux.hpe.com</value>
</property>
<property>
<name>yarn.resourcemanager.address</name>
<value>n0121. jpn.linux.hpe.com:8032</value>
</property>
<property>
<name>yarn.nodemanager .aux-services</name>
<value>mapreduce_shuffle</value>
</property>
<property>
<name>yarn.nodemanager.env-whitelist</name>
<value>JAVA_HOME, HADOOP_COMMON_HOME, HADOOP_HDFS_HOME, HADOOP_CONF_DIR,CLASSPATH_
PREPEND_DISTCACHE,HADOOP_YARN_HOME,HADOOP_MAPRED_HOME</value>
</property>
<property>
<name>yarn.nodemanager.pmem-check-enabled</name>
<value>false</value>
</property>
<property>
<name>yarn.nodemanager . vmem-check-enabled</name>
<value>false</value>
</property>
<property>
<name>yarn.log-aggregation-enable</name>
<value>true</value>
</property>
<property>
<name>yarn.nodemanager.remote—app-log-dir</name>
<value>/tmp/logs</value>
</property>
<property>
<name>yarn.resourcemanager.nodes.exclude-path</name>
<value>/opt/hadoop-3.1.0/etc/hadoop/yarn.exclude</value>
</property>
</configuration>
EQOF

YERE L 72 yarn-site.xml 7 7 A V% 4/ — FicaE—-L 7,

# clush -a -¢ \
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$HADOOP_HOME/etc/hadoop/yarn-site.xml \
--dest=$HADOOP_HOME/etc/hadoop/

M hdfs-site.xml| 7 7 1 JLO{ER

hdfs-site.xml 7 7 A VZ{EHK L £ 3, Hadoop 7 7 A% —Tld, i HDFS DL 71 7r—3 3
YEEICLET, LIS a B3 0nE, T-5E3T—h—/—Fi&EnwT 3 HEL
EhCiigaenIEd, L7y =3 a » % 312751213, [dfs.replication] D% 3 1235%
LET. EHIZ, HDFS 2R TAHYAY —/—FDOF 4 L7 ) I)SA % dfs.name.dir 12, 7 —
H—/— FO)A% dfs.data.dir KIREL ¥, S, YA —/—FET—Hh—/—FOD
HDFS D74 L7 P ARI-11DLEHICLET,

#£3-11 HDFS®F 1L 7 kU

/ — RDIESE IXZ
RAY — L= F /data/hadoop/hdfs/nn
i gl /data/hadoop/hdfs/dn

# clush -g cl,all ". $HOME/.bash_profile; \
cp $HADOOP_HOME/etc/hadoop/hdfs-site.xml \
$HADOOP_HOME/etc/hadoop/hdfs-site.xml.org"

# cat > $HADOOP_HOME/etc/hadoop/hdfs-site.xml << "__EOF__"
<?xml version="1.0" encoding="UTF-8"7>
<7xml-stylesheet type="text/xsl" href="configuration.xsl"?>
<configuration>
<property>
<name>dfs.replication</name>
<value>3</value>
</property>
<property>
<name>dfs.namenode.name.dir</name>
<value>/data/hadoop/hdfs/nn</value>
</property>
<property>
<name>dfs.datanode.data.dir</name>
<value>/data/hadoop/hdfs/dn</value>
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</property>
<property>
<name>dfs.namenode.checkpoint.dir</name>
<value>/data/hadoop/hdfs/snn</value>
</property>
<property>
<name>dfs.namenode.checkpoint.edits.dir</name>
<value>/data/hadoop/hdfs/snn</value>
</property>
<property>
<name>dfs.hosts.exclude</name>
<value>/opt/hadoop-3.1.0/etc/hadoop/dfs.exclude</value>
</property>
</configuration>
EOF

{E L7 hdfs-site.xml 7 7 A V&4 ./ — Fl2a¥—-LE4,

# clush -a -c \
$HADOOP_HOME/etc/hadoop/hdfs-site.xml \
--dest=$HADOOP_HOME/etc/hadoop/

H mapred-site.xml 7 7 1 JLOIERL

mapred-site.xml 7 7 1 )V EZ{EB L £ 3. Apache Hadoop 3 TlX, FHLE O 7 L —L T — 7
& LT YARN 248523 5720 (YARN &, CPUR AE S EDON— NI 2 THFED A ¥ a—1)
RGBT O T 7)) r— 2 a YEEOOO T L—LT -7 TT), WTORELTT
WE T, 4Mlid. JobHistoryServer % — ¥ A% n0121 THEISEAREZ 71 VOBITT,

# clush -g cl,all ". $HOME/.bash_profile; \
cp $HADOOP_HOME/etc/hadoop/mapred-site.xml \
$HADOOP_HOME/etc/hadoop/mapred-site.xml.org"

# cat > $HADOOP_HOME/etc/hadoop/mapred-site.xml << "__EOF__"
<?xml version="1.0"7>
<?7xml-stylesheet type="text/xsl" href="configuration.xsl"?>
<configuration>
<property>

<name>mapreduce.framework.name</name>

<value>yarn</value>
</property>
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<property>
<name>mapreduce.admin.user.env</name>
<value>HADOOP_MAPRED_HOME=$HADOOP_COMMON_HOME</value>

</property>

<property>
<name>yarn.app.mapreduce.am.env</name>
<value>HADOOP_MAPRED_HOME=$HADOOP_COMMON_HOME</value>

</property>

<property>
<name>mapreduce.map. java.opts</name>
<value>-Xmx2560M</value>

</property>

<property>
<name>mapreduce.reduce. java.opts</name>
<value>-Xmx2560M</value>

</property>

<property>

<name>mapreduce. jobhistory.address</name>

<value>n0121.jpn.linux.hpe.com:10020</value>

</property>

</configuration>
EOF

fER L 72 mapred-site.xml 7 7 4 W& 4/ — FlZa¥—LF ¥,

# clush -a -c \
$HADOOP_HOME/etc/hadoop/mapred-site.xml \
—-dest=$HADOOP_HOME/etc/hadoop/

J=H—J)—=FDFA M{wiik L7727 7 4 )V [workers] kL, &/ — Fiza¥—-L %7,

# cat > $HADOOP_HOME/etc/hadoop/workers << __EOF_
n0122. jpn.linux.hpe.com
n0123. jpn.linux.hpe.com
n0124. jpn.linux.hpe.com
EOF

# clush -a -c \
$HADOOP_HOME/etc/hadoop/workers \
—--dest=$HADOOP_HOME/etc/hadoop/

DL BT, Apache Hadoop3 D &ML E 7 7 A M AHEMTE £ L7
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3-2-5 HDFS D%ffi

HDFS # Il A 720 O %47 £ 3, HDFS @7 4+ —< v N {7\, HDFS DEME) (2445

SR - AL, BERRET T,

B HDFSD7#—3v b

%

VYAY—/—FLEDhdfs 37 FEMS>THDFS ®7 4 —<% v M &{7\2£7, $HOME/.bash_pro
file IZET 7 7 A NONAHDFEBREINT WA /20D, hdfs I ¥ FAFHATFETY, hdfs 27~

FlZ-format F 7 a Y #f5 L 74+—~v» PLET,

# hostname
n0120. jpn.linux.hpe.com

# whoami
root

# clush -g nn ". $HOME/.bash_profile; which hdfs"
n0121: /home/koga/hadoop-3.1.0/bin/hdfs

# clush -g nn \
". $HOME/.bash_profile; \
hdfs namenode -format -force"

n0121: 2018-04-04 08:17:39,723 INFO common.Storage: Storage directory /data/had

oop/hdfs/nn has been successfully formatted.

n0121: /************************************************************

n0121: SHUTDOWN_MSG: Shutting down NameNode at n0121.jpn.linux.hpe.com/10.0.0.1

21
DOT2 1 skokokok sk o sk kokokokok ok ok ok ok ok o o o o ok sk ok ok o o o koK ok ok o o oK ok ok ok o o o o oK ok ok o o o o Kok ok ok ok o ok okok ok ok /

LT =D FIUEA v — T DEFIC [Storage directory /data/hadoop/hdfs/nn has been

successfully formatted.| & FI/RESNTEHF 7 —~v FAETLE T,

Column HDFS D7+ —~ v M TELW

HDFS @7 #—=< v MI&WT A5 E LTiE, Hadoop O XML 7 7 4 VOFEI A, &
FaTF 1 OFEI R, HDFS HICIE L7251 L2 b)) OFiATHE, T X AAMER, T4 7L —
TOHREI AL EFTFENTET, HDFS 27 4 —~< v by 3513, 202 —¥F—2"HDFS
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WOT 4 L7 P IAOEZABERILETT . /data 74 L7 I, hadoop 7 b — 7 i24f
L CHERARMTHER /Y= v ¥ 5 ¥iksE (chmod 775) ALETT,

# clush -a "1s -1d /data/hadoop/hdfs"
n0121: drwxrwxr-x 3 hdfs hadoop 16 Jan 18 20:37 /data/hadoop/hdfs

HDFS #7 4+ —<v ;35 &, hdfs-site.xml 7 7/ W CHDFS & LCIELTF4 L2 b
Y BE P2 NameNode FIO7 1 L7 P USRI NFE T, 28— 3 v ¥ a id, Irg & o LT
EABUHERN— 3 v ¥ a YiE (chmod 755) 2o TV AR EFERELTL 230,

B NameNode —E X & DataNode H—E X DiEH)

< A% —/— FTii, NameNode # — ¥ A & ResourceManager ¥ — VYA ZE ¥ 3, —H.
7 —J1— /7 — FTlid, DataNode ¥ — ¥ A & NodeManager ¥ — ¥ 2 % 418 & & F 3, Hadoop 3.1.0
2B DY — Y ADRENE, hdfs 27> FIZ [--daemon| & 7' a ¥ &5 2 JikAHEIE S
TwET, F93F, NameNode ¥ — ¥ A & DataNode ¥ — VY A& #EH# L 9,

# clush -g nn ". $HOME/.bash_profile; hdfs --daemon start namenode"
# clush -g dn ". $HOME/.bash_profile; hdfs --daemon start datanode"

NameNode (2B 5 Java D 70 A0 E L T a2l L4 1,

# clush -g nn "jps | grep -vi jps"
n0121: 6507 NameNode

# clush -g dn -L "jps | grep -vi jps"
n0122: 4748 DataNode
n0123: 4376 DataNode
n0124: 5618 DataNode

t  ZORAT.Java D70+ X[NameNode]. % B it [DataNode | AHZEN T & L MBS /data/hadoo
p/hdfs TA LT FURTO I 7 AN ETRTHIRR LA DA T, BE. HDFSO 74 —< v b E{To
TLEEW, £, /data T4 L7 MUK LT, BEYGFREERP/NN—I v a b PRESATVS
DPEBBLTLEE N,

VA% —/)—FFIZHDFS ® A % F— ¥ [HHICEET 5 7 7 4 VEEDHEIN S TV B D% fedR
L+,
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# clush -g nn "1s -1 /data/hadoop/hdfs/nn/current/"
n0121: edits_inprogress_0000000000000000001

n0121: fsimage_0000000000000000000

n0121: fsimage_0000000000000000000.md5

n0121: seen_txid

n0121: VERSION

Bl ResourceManager H—E X. NodeManager Y —E X, JobHistory
Server Y—EADEEE

K2, ResourceManager " — E' A | NodeManager ¥ — & A, JobHistoryServer 1 — ¥ A & ) L
I

# clush -g nn ". $HOME/.bash_profile; yarn --daemon start resourcemanager"
# clush -g dn ". $HOME/.bash_profile; yarn --daemon start nodemanager"
# clush -g nn ". $HOME/.bash_profile; mapred --daemon start historyserver"

YAY—/— FIZBWT, ResourceManager & JobHistoryServer [ZB 9 % Java O 7 1 & A A3
LTWahEfELET,

# clush -g nn "jps | grep -vi jps"
n0121: 6743 ResourceManager

n0121: 7017 JobHistoryServer
n0121: 6507 NameNode

7 —#— /= FIZBWVT, NodeManager @ Java D 7L APFRE L TV A0 2L £,

# clush -g dn -L "jps | grep -vi jps"
n0122: 1733 NodeManager

n0122: 1560 DataNode

n0123: 1714 NodeManager

n0123: 1541 Datalode

n0124: 1703 NodeManager

n0124: 1531 DataNode

B HDFS DiRERESR

VAH —/—FLTHDFS ODREFZMHA LTI, V—H—/— Fo53 / — FiEROBEL, [Live
datanodes (3)| ¢ FERENTVEDE I PEMHEEL TSN,
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# clush -g nn ". $HOME/.bash_profile; hdfs dfsadmin -report"
n0121: Configured Capacity: 8997377544192 (8.18 TB)

n0121: Present Capacity: 8997276008448 (8.18 TB)

n0121: DFS Remaining: 8997275996160 (8.18 TB)

n0121: DFS Used: 12288 (12 KB)

n0121: DFS Used’: 0.00%

n0121: Under replicated blocks: 0

n0121: Blocks with corrupt replicas: 0

n0121: Missing blocks: 0

n0121: Missing blocks (with replication factor 1): 0O

n0121: Pending deletion blocks: 0O

n0121:
nO121= N
n0121: Live datanodes (3):
n0121:

B HDFS O/tmp ¥« LY U DEE

Hadoop ¥ 7 A % —Tld, YARN 7 7)o — 3 3 » ODFEFTHEIZ HDES @ /tmp |23 & AARHMER A
PETY, B2 —HF—Th/tmp KK IALDPTELI T 7 L AMEEREL T,

# hdfs dfs -chmod -R 1777 /tmp

# hdfs dfs -1s /

Found 1 items

drwxrwxrwt - root supergroup 0 2018-04-04 09:10 /tmp

B HDFS D& =R
Hadoop 7 7 A % — @ HDES OFEX AL T T,

# hdfs dfs -df -h
Filesystem Size Used Available Use%
hdfs://n0121. jpn.linux.hpe.com:9000 8.2 T 24.8 M 8.2 T 0%

LRtk b, AEDI82TB @ HDFS SR ST a2 &b 9,
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B HDFS "7 7 ILOIE—

FANHD 7 74 [£ile01] %{E L, Hadoop 7 7 A % — A5t 3% HDFS (2 ¥ —T& %
PTAMNLET,
# dd if=/dev/zero of=3HOME/file01 bs=1024k count=10

# hdfs dfs -mkdir /dirO1
# hdfs dfs -put $HOME/fileO1 /dir01/

HDFS LI £ile01l 2SFET A0 &Ml L £ 95

# hdfs dfs -1s /dir01/
Found 1 items
-rw-r--r-- 3 root supergroup 10485760 2018-04-14 08:26 /dir01/file01

HDFS ODFEZENHE SN TV AP EiERALE T,

# hdfs dfs -df -h
Filesystem Size Used Available Use}
hdfs://n0121.jpn.linux.hpe.com:9000 8.2 T 55.1 M 8.2 T 0%

FII LA T [Used | DIEATE R T DB 2 EA%hh D) 9, LLETIHDFS ~O 7 7 A L ORE A
MR CTE $ L7z &512, Hadoop ¥ A% — ./ — FA¥EMT A GUI M (http://n0121-mgm:9870)
2727+ AL, [DFS Used] DIEHHWZHBEEINTWAL T 7 A WA AHEL TV EEREIL
TL722EW(H3-3),

Summary

Configured Capacity:

DFS Used: .28 HB (0%)
Non OFS Used: 6.91 ME

DFS Remaining

Block Pool Used:

DataNodes usages% (Min/Median/Max/stdDev):

3-3 Hadoop ™ GUI &EI2EE
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BN —AR1—Y—IC &S Hadoop 75X 5—0DFIH

H
3

27347 ¥ = RO —— koga 75 hdfs 37~ F%ffi> T Hadoop 7 7 A % — % ¥l
L%§o HDFS Lil— 12— —HOT 1 L7 M) RER L., AL T 7L AERZ#EL
T

# hostname
n0120. jpn.linux.hpe.com

# hdfs dfs -mkdir -p /user/koga

# hdfs dfs -chown koga:supergroup /user/koga

# hdfs dfs -chmod 700 /user/koga

# hdfs dfs -1s /user/

Found 1 items

drwx—-—— - koga supergroup 0 2018-04-14 08:33 /user/koga

—ff 2 — ' — koga 'C HDFS OF MR L 7 7 A VOVER TV E T, TCI2, —frr—4—

koga D$HOME/ . bash_profile |2 Hadoop (ZP8i#§ 2 BHEZEHD R E SN T A 2, — 1 —H—

<

Vi
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# su - koga
$ whoami
koga

$ which hdfs
/opt/hadoop-3.1.0/bin/hdfs

$ hdfs dfs -df -h
Filesystem Size Used Available UseJ
hdfs://n0121.jpn.linux.hpe.com:9000 8.2 T 12 K o 10 0%

FAMHDT 714V [fileot] #ER L, Hadoop 7 7 A % — 54 % HDFS I2a¥—T& 2
TAMLET,
$ dd if=/dev/zero of=$3HOME/file01 bs=1024k count=10

$ hdfs dfs -mkdir -p /user/koga/dir01
$ hdfs dfs -put $HOME/fileO1 /user/koga/dir01/

HDFS LIZ2F A FHD 7 7 A VOSHEET B0 MR L4,

$ hdfs dfs -1s /user/koga/dir01/
Found 1 items
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-rw-r--r-- 3 koga supergroup 10485760 2018-04-14 08:39 /user/koga/dir01/file01

$ exit
#

PET, —ff2—%—Tb HDFS AP HTE A Z & MHETE F L7,
3-2-6 YARN 77U =23 0R1THE:?R

RKIZVYARN T 7 r—2 a Yy NFEFTTELD%ETAMLET, Hadoop 7 7 A% —Tl, /—
FORANCRE RERHDLE, TV r—2a v OEFICERLEI T, 20700, ¥ a 7HAH
2, /= FORZNCREL AL BVl 3,

# whoami
root

# clush -g cl,all -L date

n0120: Sat Apr 14 08:43:24 JST 2018
n0121: Sat Apr 14 08:43:24 JST 2018

X512, Hadoop 7 7 A% —D HDFS At — 7 E— Flllz o TWaWI L iR LET 1,

# hdfs dfsadmin -safemode get
Safe mode is OFF

t 7—#H—/—KIZH\T. DataNode #—E X & NodeManager % — £ ZDiE8E% L. HDFS O
—T7EF-FPFONICHE-TWETH, BEIFEAT 2 EBHRIICOFFICh Y 7,

BEAA R ENTE Y, HDES 8k — 7 E— NIl o TR W I LR TE& 2D T, YARN
TF)r—2araFETLET, 40Nt, ExFAaruoi 32l —3ia rifiio THEERDIE
HERDLTFTETO T2 EFITLET, T—H—koga T, EVFTHANLTY Ial—Y a3 rOH
YINTR TG L% TAT ¥ M —F (n0120.jpn.linux.hpe.com) PHFETL LT,

# hostname
n0120. jpn.linux.hpe.com

# su - koga
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$ whoami
koga

Apache Hadoop3 Tld, E¥FH MO Y I ab—2 a »IZL AMEROELEZFHES 20> 7
NFaT S AHAEENTWETOT, hadoop ¥ Y FEMoTT I r—v 3 v 2974,

$ which hadoop
/opt/hadoop-3.1.0/bin/hadoop

$ hadoop jar \
$HADOOP_HOME/share/hadoop/mapreduce/\
hadoop-mapreduce-examples-3.1.0.jar pi 5 1000

Job Finished in 23.661 seconds
Estimated value of Pi is 3.14160000000000000000

ErFANOY I A= a Ik BMEE GIEME) OFMEMHFEIL. [Estinated value of
Pi is 3.14...] LFRENE T, Ll E T, Apache Hadoop3 ® 7 5 A% — T YARN 7 7' or —

YA VHERTELIEPHEATEE L,

A Note YARN J 3 7ETHOXEVAENI S —

Hadoop ® ¥ = 7% 947112 [Container [pid=..] is running beyond virtual memory limits.] &
V) G R e — UHFOR SN BT IL, mapred-site.xml 7 7 4 )V [mapreduce.map. java.
opts] 7¥% A —% — L [mapreduce.reduce. java.opts] /37 2 — % —DfHIZIRE L Tn5H X E
VAEDIEEISHO D DD, HDBVIE, T A—F—ZOLDODIKENREL TV B LR LEHE
ZbMET, IhH 20087 A—F7—ik, Va 7OEFTRICLEELRD F3OT, AHITEE
WL T A=y —DilbBl 2 5F I, #URHELy PLTLES . FRETTET 7Y
r—YailioTid, T2 AE)HA AR TUENDHYETOT, 77— 3
YOBREZIEFIT) 2201b, F—S—0OWH ATV IL, FHERHo THRL T 228w,

(1) Column MZOZL

Hadoop (ZBR 59, BB — =Tl L THEBT 2V 7 bo =7 Tld, —3—2% Lk
HDZLDFFENLZ LD PR BN TEA, Hadoop 7 FAF —I12BWVWTH, &/ — Fid.
NTP H— "= X M X D, [ URH AR E 205 0 g4 A. b L/ — FREOK
IZENHDLYEE, Hadoop 7 5 A7 —D Y a 7OHRAIZEM L, UTOLI TS —A>
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t—UAEREINET,

2017-12-27 03:43:21,410 INFO mapreduce.Job: Job job_1514311606815_0001 fai
led with state FAILED due to: Application application_1514311606815_0001
failed 2 times due to Error launching appattempt_1514311606815_0001_000002.
Got exception: org.apache.hadoop.yarn.exceptions.YarnException: Unauthori
zed request to start container.This token is expired. current time is 1514
314072220 found 1514312682564

NTP %= 3= fE L W13, date O~ ¥ FTHRZ 5D TH 4L LE
FTOT, B3 NTP H— " —%h$ L, Hadoop 7 5 A% — D4/ — FTHHDFRYTESL LS
ICHRELTLZE

3-3 MapR ki Hadoop B DIEEFIE

MapR AR L T % [MapR 6.0] % CentOS7.4 121 ¥ Z F— IV L7, Linux DEE, e
LTWwAs0S/1—=23 »OFfif, OSDA YA F—, OS ED/XF 2 — % —F5%E, clush I ¥
YDA VAR LEFVET, FOH, MapR DA ¥ A b=V E 470, LY a 7TERFAL,
R ATV E T,

3-3-1 Linux OEEEO0SIN\—=J3y

MapR 7 7 A& —ZMH$ % 08 & LTIk, fUZAY% RHEL, CentOS, Ubuntu, SLES 7% &7
HHEHETT, MapR 6.0 Tld, T3-121Z/RT OS A R— F SN TV F I,

#F3-12 MapR O#FK— k OS

OS Digss MapR6.0 CTHFR—b&sh3 O0S/N—2 3>
Red Hat Enterprise Linux (64 & ) 72,73,74

CentOS (64 ¥ v 1) 7.2.1511,7.3.1611,7.4.1708

Ubuntu Server (64 ¥ > ) 14.04, 16.04

SUSE Linux Enterprise Server (64 ¥ ) 12 SP2

Oracle Enterprise Linux (64 £ ») # 72,7.3,7.4

%1 MapR OFFE— bk 0§ /8—T a Y220 Tid, BUFO URL Il R EhTcwES,
https://maprdocs.mapr.com/home/InteropMatrix/r_os_matrix_6.x html7hl=system,matrix
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i MapR ICHWT, Oracle Enterprise Linux (&, MapR 6.0 DA7DHAN YR —bEhT0ET, &
FEEEEADVI M I I T THBRINZIIIAVATLAALR—2 > MEYFR— I TV E R A,

0OS OffifE L /N—T 3 “iE, £C-a-D/— FTH—LET,

3-3-2 Hadoop £EBEULCent0OS 7 DA A M=ILET 7
A1IVI AT
MapR 7 T A% —Tlx, OS D/8—=F 4 Y a b 2—F—=F =7 O—F 1 ¥ a3 ¥ &5l 4 O
FA4 A THELT T, £/, CentOST D4, #EHETH R —FLTWAXFS THELET T, &
3-13 1%, CentOS 7.4 128 % Hadoop D/5—7 14 ¥ 3 Y fHITT,

#£3-13 C-a-D /— KDIX—F 1 ¥ 3 >l

N—F 13> EAV N (P Ty AT LDIER ENHTIEE
/dev/sdal /boot XFS 1GB

/dev/sda2 e swap 8GB

/dev/sda3 / XFS B4 ~<T
/dev/sdbl /datal XFS 3TB

/dev/sdcl /data2 XFS 3TB

[dev/sdd1 /data3 XFS 3TB

0S o7 1 A 7%, /dev/sda, MapR-FS D7 1 A 7 1%, /dev/sda UHtD T 1 A7 (/dev/sdb.
/dev/sdc, ...) THBELTWET, OS HOT 1 A7 D/dev/sda ld, LVM T L Ty FnF
BAD, F—FHT4 A7, FFLVM T L T8 v, BB, /tmp 74 L7 M, Jopt 74
L7 M), ATy THEBOFEEIZIEEILETT,

Jtop 74 L7 b UIE, % 10GB, Jopt 74 L2 M, W% 128GB BALETT, IhEF
[2&E, 77A7 =@y a 7TOEFIHENHLIBEADISHY) T, 40, C-a-D / —
FOIER IR L N—T 1 ¥ a YHEREIOZ0, /tmp & /opt /28— T 14 2 a Y IZHHTWET
BN T A I DEIERNV R LD L, 0S DEMEICEENI L0, TRER SO,
/tmp & Jopt HMEBID S —F 1 2 a XIFTLGEELH D T,

ATy FHEEIE, HlK4GB LLET, 2o, WHATIO 10%2 TRLAWEIIZLET, &
AL, WA E) DT 128GB ThILE, A7 v 7L, 12.8GB £ ThI S v X 52 LalFiud
) ERA 512, HliE. ZooKeeper / — F& izl 535513, /opt/mapr/zkdata /¥—7 1 ¥ =
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YETE T, /opt/mapr/zkdata /X— T 4 ¥ 3 YIE, e &b 500MB LETT,

3-3-3 MapR [CWHEIF OS DFRFIEEE

4lnl, #5535 MapR 7 7 A Y — DY AT AL, B3-4 D X9 12% Y £, Apache Hadoop

3OHEREFERRIC, ¥ A5 —/ — FOUTASEREZEELT, E8/ - L2747/ —F%1h
THRHLES, T/, (FEOENRIA XL -0, BH/ — FIZav >y FE—FHITTE 5 clush
avwryFeA»ZAr=NMLET,

a-DJ—k -a-DJ— K -a-DJ—k
(o DJIh CaDJIh CaDJI WWW
( = % = %/ = ¢ v,
T T | 2747
DSAFPURI—K
el
d
,
IEI’
. EEJ;F§0547>FJ—F :12(%J—Fﬁ4>9—*whETﬁtZTE%&EENM?ﬂE)
+ C-a-DJ—F 13
- BEY-—)L s clushdT >R (O REEH S/ —RC—BRGTITDIV—I)
- W ND—O4EE &) —RlE BEJ—REHTAYI—3Y MCPORATEETS
+ EHEALAN :172.16.0.0/16
+ F—4HLAN :10.0.0.0/24
- C-a-DJ—R®MDOS : CentOS 7.4.1708
+ Hadoop®iEfL)(—3> : MapR 6.0.1
+ Hadoop®- >A h—)L5% 2 foptF 1 LI RUMT

3-4 MapR 75X &—D X7 LB

7IA%—/—Fik, aybo— )/ /—FeF—F/—FEFEHALL-a bO— L - TR - F—
¥ /—F (C-a-D / — F) THERLET,

H EIE IP 7 FL ADE

7IAT M= FEEDRLE - FIIBwT, FHEANIC L7 A NIC ICEZEIP 7 FL
ARBELTLZ S, 0N, 172.16.1.X16 2EHM 4+ v 77— 27 10.0.0.0/24 %% Hadoop 7
TAE—DT =5 Ay bI—r L LET, 27747 ¥/ —F& Hadoop 7 7 AY — D4/ —
FASEHH Sy =2, BXO, 7=l A v M7 — 2 TTCPIP 5 T& 5 I LAHHRSMET
To RAMZEIPT FLAOKMILIZ, FT3-14 (1) £F3-14 (2) DL BHTT,
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#3-14 (1) BEEAKAZFBEIP 7 L IO

/ — ROIERE EEAFRZ bE IP7 FLZ

G TP n0130-mgm.jpn.linux.hpe.com 172.16.1.130/16
C-a-D /— F n0131-mgm.jpn.linux.hpe.com 172.16.1.131/16
C-a-D/—F n0132-mgm.jpn.linux.hpe.com 172.16.1.132/16
C-a-D/—F n0133-mgm.jpn.linux.hpe.com 172.16.1.133/16

x£3-14 (2) F—2AKRZAPRKEIPT7 FLZADOHRB

/ — ROiER T—2RAKZ bE IP7 FLX
b5 A Ty bS—=F n0130.jpn.linux.hpe.com 10.0.0.130/24
C-a-D /—F n0131.jpn.linux.hpe.com 10.0.0.131/24
C-a-D /— F n0132 jpn.linux.hpe.com 10.0.0.132/24
C-a-D /—F n0133.jpn.linux.hpe.com 10.0.0.133/24

B KR FEAOEE

PG4T N —FORAMEEZRELTBEE T, FAMRIE., FAL &% &8 FQDN C
wELET,

# hostnamectl set-hostname n0130.jpn.linux.hpe.com; hostname
n0130. jpn.linux.hpe.com

ZGAT YN = F b/ —FIZSSHERL, FAMEEZELT T, FA P&, FAA
%% &G FQDN THELE T,

# ssh -1 root 172.16.1.131 \

"hostnamectl set-hostname n0131.jpn.linux.hpe.com; hostname"
root@172.16.1.131’s password: XXXXXXXXXXXX

n0131. jpn.linux.hpe.com

# ssh -1 root 172.16.1.132 \

"hostnamectl set-hostname n0132. jpn.linux.hpe.com; hostname"
root@172.16.1.132’s password: XXXXXXXXXXXX

n0132. jpn.linux.hpe.com

# ssh -1 root 172.16.1.133 \

"hostnamectl set-hostname n0133.jpn.linux.hpe.com; hostname"
root@172.16.1.133’s password: XXXXXXXXXXXX

n0133. jpn.linux.hpe.com
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M hosts 7 7 1 LO{REE

&/ — F®D/fetc/hosts 77 A MV ERELET 1,

t Hadoop 77 ZXR&—MD&/— K(D/etc/resolv.conf 7 71 IV TIEEE N/ DNS H—/N—I2 LD
ZRIBEREN TE BHEIE. Jetc/hosts 77 T ILDREEITET T, DNS H—/3—I(Z & B RZRiAEED
TEHWBEIE. Jetc/hosts 77 T IWDEEIRDLEATT

# hostname
n0130. jpn.linux.hpe.com

# vi /etc/hosts
127.0.0.1 localhost localhost.localdomain localhost4 localhost4.localdomaind

2 gl localhost localhost.localdomain localhost6 localhost6.localdomain6
1721671130 n0130-mgm. jpn.linux.hpe.com n0130-mgm

2R 62 S! n0131-mgm. jpn.linux.hpe.com n0131-mgm

172.16.1.132 n0132-mgm. jpn.linux.hpe.com n0132-mgm

172.16.1.133 n0133-mgm. jpn.linux.hpe.com n0133-mgm

10.0.0.130 n0130. jpn.linux.hpe.com n0130

10.0.0.131 n0131. jpn.linux.hpe.com n0131

10.0.0.132 n0132. jpn.linux.hpe.com n0132

10.0.0.133 n0133. jpn.linux.hpe.com n0133

M SSH {&RDRE
IIATY M= RPHISAT— FAN%LTE/ — FICSSHERBTES L) ICREL T,

# rm -rf /root/.ssh/*
# ssh-keygen -f $HOME/.ssh/id_rsa -t rsa -N ’°
# 1s -a /root/.ssh

id_rsa id_rsa.pub

St ok

2 IFAT )= Fhb#ERE ) —Fiza¥—L, NAT—=FANLLTE/ — FIZ SSH #F
TEDLIITEELFE T, root T—H—|2ld, »¥A2A7 = F& LT [password1234] AYFR[IZFEE S
NTWBELET, 7947 b/ —FOn0130id, BFEHGIZb#EZIE—L, NAT—Fi

LTU—ANIISSHERTEL LI IZLTEBEFET,

&

# yum makecache fast &% yum install -y sshpass
# sshpass -p "password1234" \
ssh-copy-id -f -o StrictHostKeyChecking=no root@n0130
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# sshpass -p "password1234" \

ssh-copy-id -f -o StrictHostKeyChecking=no root@n0131

# sshpass -p "password1234" \

ssh-copy-id -f -o StrictHostKeyChecking=no root@n0132

# sshpass -p "password1234" \

ssh-copy-id -f -o StrictHostKeyChecking=no root@n0133

# sshpass -p "password1234" \

ssh-copy-id -f -o StrictHostKeyChecking=no root@n0130-mgm
# sshpass -p "password1234" \

ssh-copy-id -f -o StrictHostKeyChecking=no root@n0131-mgm
# sshpass -p "password1234" \

ssh-copy-id -f -o StrictHostKeyChecking=no root@n0132-mgm
# sshpass -p "password1234" \

ssh-copy-id -f -o StrictHostKeyChecking=no root@n0133-mgm

M clustershell D> X b=Ib

L) — FIZ—FIZa<r FeRFT&5% Y =N [elustershell] 227547/ —=Fi2A v A
b LFE T

# yum install -y epel-release
# yum install -y clustershell

clush 27 ¥ FOEHNR /- FOZIV—7E#EH L F3, 4HEIE, clush 37 ¥ FOZ L —
TEUTOLIIZERLE T,

#3-15 clushaAv > KOZIN—7

clush A% > RCERT 3L —TH EEHR/— FOKRR bZ

all n0131, n0132, n0133

cl n0130

cldb n0131,n0132, n0133

zk n0131, n0132, n0133

rm n0131, n0132, n0133

nfs n0131,n0132, n0133

web n0133

hs n0131

all-mgm n0131-mgm, n0132-mgm, n0133-mgm
cl-mgm n0130-mgm

cldb-mgm n0131-mgm, n0132-mgm, n0133-mgm
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zk-mgm n0131-mgm, n0132-mgm, n0133-mgm
rm-mgm n0131-mgm, n0132-mgm, n0133-mgm
nfs-mgm n0131-mgm, n0132-mgm, n0133-mgm
web-mgm n0133-mgm
hs-mgm n0131-mgm

M clush O RTERATIIIL-TDES

clush A7 Y FCHFT LN —T2UTOLEIICERLE T BLTFD clush 27 ¥ FORRE
7 7 A v/etc/clustershell/groups WTId, FAA Y HEAMELIFA MEEIRELTVET
A%, fetc/hosts 77 AV, FT/zid, DNS H—iN—T F A A »f & HHE L&A B THHE#
TTEDLZEAHIRTT,

# cat > /etc/clustershell/groups << __EOF_

all: n0131,n0132,n0133

cl: n0130

cldb: n0131,n0132,n0133

zk: n0131,n0132,n0133

rm: n0131,n0132,n0133

nfs: n0131,n0132,n0133

web: n0133

hs: n0131

all-mgm: n0131-mgm,n0132-mgm,n0133-mgm
cl-mgm: n0130-mgm

cldb-mgm: n0131-mgm,n0132-mgm,n0133-mgm
zk-mgm: n0131-mgm,n0132-mgm,n0133-mgm
rm-mgm: n0131-mgm,n0132-mgm,n0133-mgm
nfs-mgm: n0131-mgm,n0132-mgm,n0133-mgm
web-mgm: n0133-mgm
hs-mgm: n0131-mgm

__EOF__

H clush 7 FIC&D—& SSH &K DHES

IRAT— FANEFICSSHERITEL0E I D E2TFANLIT, T/, &/ —FOKALME
75, FODN THERENDLZ E2MHRL T T,
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# clush -g cl,all -L hostname

n0130: n0130. jpn.linux.hpe.com
n0131: n0131. jpn.linux.hpe.com
n0132: n0132. jpn.linux.hpe.com
n0133: n0133. jpn.linux.hpe.com

# clush -g cl-mgm,all-mgm -L hostname
n0130-mgm: n0130. jpn.linux.hpe.com
n0131-mgm: n0131.jpn.linux.hpe.com
n0132-mgm: n0132.jpn.linux.hpe.com
n0133-mgm: n0133. jpn.linux.hpe.com

4/ — FICSSHIERM TE L I EDMERTEE Lz, NV —T5%% > T, SSHERTE 20
FEREL T 7280,

OB, yam ICBIF L TUF === OFE, fetc/hosts 77 A NDAY — H—F )
INTGA—=5 —DFE, 7 74T 74— )& SELinux Ofxhl, FEZIE & HFo@E LTV E4,
NS OIEHIE, Apache Hadoop3 7 7 A % — OWEEEFIAL [7] U HETRE LE ¥, 7272 L. MapR
7IAY—Tld, £/ —FOOSOH—F)¥F X —%— [ym.swappiness] % 10 IJGEET 5 Z
EPHEIE SN TOETOTERLTLAES V.

3-3-4 MapRG6.0D1L VA M=l

0S DFFFRENSE T LA25, MapR %4 Y A b— VL E T, MapR 7 7 A% — DRI LER
RPM /Sy o —J% A YA P—NLLTEBETT,

# clush -g cl,all "yum install -y \

curl device-mapper iputils libsysfs lsof lvm2 nc nfs-utils openssl \
perl python-devel sdparm sudo syslinux sysstat wget which yum-utils\
java-1.8.0-openjdk java-1.8.0-openjdk-devel"

%2 MapR 7 FAY—IZBITAHN— 3285 X —% —@ [vmswappiness| OHESLHIZET 2153 :
https://maprdocs.mapr.com/home/AdvancedInstallation/PreparingEachNode-memory.html
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B 1—-5—0;ENl

mapr L —H— & mapr Z )V — T EER L E T, 2SAT — FIZWHEE T [password1234] 12 L
Flio $/2. &8/ - FCTUD &£ GID 2 —HSELLEFHY 3, 7 TAS—/— FIETTR
Ry 24 FH B2 — FESL—~F— 2ERLET,

# clush -g cl,all "groupadd -g 5000 mapr"

# clush -g cl,all "useradd -g 5000 -u 5000 mapr"
# clush -g cl,all "echo ’passwordi234’ | passwd mapr --stdin"

B RIRERDRTE
THF L == N— L SFEOREZECE $HOME/ .bash_profile IZFLik L £ 9,
# cat >> $HOME/.bash_profile << __EOF__
export http_proxy=http://proxy.your.site.com:8080
export https_proxy=http://proxy.your.site.com:8080

export LANG=en US.UTF-8
EOF

# clush -a -c $HOME/.bash_profile --dest=3HOME/

N GPG +—0 &R
MapR #2542, RPM /Sy & — YD) RY M) ICHT 5 GPG ¥ — 2 BHL 7,

# clush -g cl,all \
" . $HOME/.bash_profile; \
rpm —-import http://package.mapr.com/releases/pub/maprgpg.key"

B URY FUDEE

RPM 78y r — DRI M) iEET 7 4V [maprtech.repo] Z{EH L F 3, L TFIL, MapR
6.0.1 BL T, MEP5.00 12/ L7z, VRI M) DERET 74 VHITT,

# cat > maprtech.repo << __EOF__
[maprtech]
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name=MapR Technologies
baseurl=http://package.mapr.com/releases/v6.0.1/redhat/
enabled=1

gpgcheck=0

protect=1

[maprecosystem]
name=MapR Technologies
baseurl=http://package.mapr.com/releases/MEP/MEP-5.0.0/redhat
enabled=1
gpgcheck=0
protect=1

EOF

Wy r—=UD)RT M) eSERLET,

# clush -g cl,all -c ./maprtech.repo --dest /etc/yum.repos.d/
# clush -g cl,all -L "1s -1 /etc/yum.repos.d/maprtech.repo"
n0130: -rw-r--r-- 1 root root 253 Apr 05 16:33 /etc/yum.repos.d/maprtech.repo

B RPM Xy or—=JDAY A =]

MapR 7 7 A% —Tid, 7 7A¥ —DHEIZL>T /) — FIZA A=V FTDHRPM ¥y 7 —
VHPRRLNDETOT, clush IV Y FIZA T a v &EFGLT A YA =Lt/ — FEIEE
L £9, CLDB. Zookeeper. ResourceManager, WebServer, HistoryServer ¥ 1 ¥ A b — I L E¥,

clush -g cldb "yum install -y mapr-cldb”

clush -g zk "yum install -y mapr-zookeeper"

clush -g rm "yum install -y mapr-resourcemanager"
clush -g web "yum install -y mapr-webserver"
clush -g hs "yum install -y mapr-historyserver"

HOoH OH OH #

L&y FAY—/— FIZaT7H— YA, NodeManager H —E A, 77 A )bt —3—_ NFS ¥ —t
A, Gateway T—VCRAIZMT A0 r—J %A VA=)V LET,

*¥3 Nyr—Y0)AMILTOURLICEHENTWET,
http://maprdocs.mapr.com/home/AdvancedInstallation/InstallingMapRSoftware-service-packages.
html
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# clush -a yum install -y \
mapr-core \
mapr-nodemanager \
mapr-fileserver \

mapr-nfs \

mapr-gateway

HEEI7CILOIE—

MapR DFEE 7 7 A VHIRFEEN T4 conf.new 74 L7 MIETD 7 7 4 V% conf 71 b
yrya¥—-LF¥, ¥/, conf.donew T4 L7 PIEBTDO7 714V % conf.d7 1 L7 b))
V—LE3, £9IE, MapR 7 7 A5 —L4KIZBT % /opt/mapr/conf 71 L 7 M UIZGEET 7 1
Mead—-LFT,

# clush -a "cp -a \

/opt/mapr/conf .new/* \
/opt/mapr/conf/"

ZooKeeper ICF T 2R E7 74 V2 I - LT T,
# clush -g zk "cp -a \

/opt/mapr/zookeeper/zookeeper-3.4.5/conf .new/* \
/opt/mapr/zookeeper/zookeeper-3.4.5/conf /"

APL = N—CHT A RET 7A NV EIE—-LET,

# clush -g web "cp -a \
/opt/mapr/apiserver/conf.new/* \
/opt/mapr/apiserver/conf/"

ResourceManager 43 X UF NodeManager ¥ — Y A (T ARE T 7 A VA aE— L7,

# clush -a "cp -a \
/opt/mapr/conf/conf.d.new/* \
/opt/mapr/conf/conf.d/"
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B AIUTMCED MapR 95X 5—DERE

configure.sh AZ YV 7 ML), MapR 7 7 A ¥ — DB LI TVWET T, configure.sh A7)
TMIBETAA T a T, - FOEEEIELE T, R3-16 13, configure.sh A7) 7
MEETAERA T a v EEFDETT,

t+ CLDB. Zookeeper. ResourceManager. WebServer. HistoryServer ® RPM /S r —S & A >
Ab=WULEFRZAME, T3 THEELERI MEF—BRL TV I £ TERHERL. ERIC
ETLTLES Y,

# 3-16 configure.sh 27U 7 b AT 5>

A7Toar BET 518

-C CLDB /— F®DY A |

-Z ZooKeeper / — KDY A b

-RM ResourceManager / — F®D) A |

-HS HistoryServer / — F®D 1) A b

-N 7IAY—%

-M7 AL ATALT

—no-autostart configure.sh F21THfIZ Zookeeper F 7213 Warden
g =LA BEA

Aefbl, 77 A% —%1%, [hpe-mapr-cluster01] (Z L F L7z,

# clush -a \

"/opt/mapr/server/configure.sh \

-C n0131. jpn.linux.hpe.com,n0132. jpn.linux.hpe.com,n0133. jpn.linux.hpe.com \
-Z n0131. jpn.linux.hpe.com,n0132. jpn.linux.hpe.com,n0133. jpn.linux.hpe.com \
-RM n0131.jpn.linux.hpe.com,n0132. jpn.linux.hpe.com,n0133. jpn.linux.hpe.com \
-HS n0131.jpn.linux.hpe.com \

-N hpe-mapr-cluster01l \

-M7 \

-no-autostart"”
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ZooKeeper #— E' A & Warden — Y A % #EH) L 3, Warden ¥ — ¥ A1, ZooKeeper #— &
AL Tnhbe/ — FCRELFT,

# clush -g zk
# clush -g zk
# clush -g zk
n0131: Active:

"systemctl daemon-reload"
"systemctl restart mapr-zookeeper"

-L "systemctl status mapr-zookeeper | grep Active"

active (running) since Thu 2018-04-05 14:54:54 JST; Imin 30s ago

# clush -a "systemctl restart mapr-warden"
# clush -alL "systemctl status mapr-warden | grep Active"
n0131: Active: active (running) since Thu 2018-04-05 14:57:11 JST; 31s ago

B =FIA VA=V ENTVEY—-EAZHRELES, ZThick), &%/ - FTREHHT2
=¥ AbhrY F3,

# clush -alL "ls -1 /opt/mapr/roles"

n0131:
n0131:
n0131:
n0131:
n0131:
n0131:
n0131:
n0131:
n0131:
n0132:
n0132:
n0132:
n0132:
n0132:
n0132:
n0132:
n0132:
n0133:
n0133:
n0133:
n0133:
n0133:
n0133:
n0133:
n0133:

total 0

-rw-r--r-- 1 root
~rw-r--r——= 1 root
ShW= Do T O Ok
-Tw-r—1—— 1 root
—ru-r——I—— 1 root
—ry-r-—r-— 1 root
g e —ie—— il TEeeNs
-rw-r--r-—- 1 root
total O

-rw-r--r—— 1 root
=TW=T==T==0 18T00T
-rw-r--r-- 1 root
-ru-r——r—— 1 root
e fie——ip—— il Tdeyely
-rw-r--r-— 1 root
-rw-r——r-—— 1 root
total 4

SEW=Fr=T== root

root
root
root
root
root

STW=To=T—
ST Tes

1
1
1
S g
-rw-r——r—— 1
=TwW-—r——r—= 1
i

CEWEEo— = root

root
root
root
root
root
root
root
root

root
root
root
root
root
root
root

root
root
root
root
root
root
root

cCOoOoO0OO0OCOoOOoCo

OO0 OO0 00 o

90

[l el

Apr
Apr
Apr
Apr
Apr
Apr
Apr
Apr

Apr
Apr
Apr
Apr
Apr
Apr
Apr

Mar
Apr
Apr
Apr
Apr
Apr
Apr

(SIS 2 6 1 B &2 B 62 IS s o2 e

a oo ;o o,

24

g g o oo,

16
16:
16
15:
16:
15:
15
16:

16:
16
16:
16
15:
15:
16:

03:
16:
16:
16:
165
15:
15:

00
00
00
26
00
26
26
00

00
00
00
00
26
26
00

52
00
00
00
00
26
26

cldb

fileserver
gateway
historyserver
nfs

nodemanager
resourcemanager
zookeeper

cldb

fileserver
gateway

nfs

nodemanager
resourcemanager
zookeeper

apiserver

cldb

fileserver
gateway

nfs

nodemanager
resourcemanager
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n0133:

-rw-r--r-— 1 root root O Apr 5 16:00 zookeeper

B O-AF 1 AIDEE

H = FIHEHENTHBE— I NVA ML —VDTFNA AT 7 ANVERETHERLE T,

# clush -alL ’(export LANG=en_US.utf8; parted -1 | grep "Disk /dev/")’

n0131:
n0131:
n0131:
n0131:

Disk /dev/sda:
Disk /dev/sdb:
Disk /dev/sdc:
Disk /dev/sdd:

500GB

3221GB
3221GB
3221GB

TFT—YHTAA7IIBIETNNAAT7AND) A 2774 NVIREABRLES, 77— ¥ B,

/dev/sdb, /dev/sdc, /dev/sdd & LE7,

# clush -a "cat > /root/disks.txt << EOL
/dev/sdb
/dev/sdc
/dev/sdd

EOL"

F=FHF1AZICBTLTFNL AT TAND)AMPHFHEL TV DD EHERELE T,

# clush -alL "ls /root/disks.txt"
/root/disks.txt

n0131:

TFT—YHTA AT DT
FiZrF1 A%

9,

TEELET.

INA A7 7 A VAT L7 disks.txt %o T, MapR 7 7 A ¥ — ./ —

TAATHEIZL o T, BEIZLIES CEMDBD»P L5505 1

# clush -a "/opt/mapr/server/disksetup -F /root/disks.txt"

n0131:
n0131:
n0131:
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B RIREHDERE

env.sh 7 7 4 V|2 Java IC T A IRELEH T HE L3,

# clush -g all \

sed -i \

") /#set JAVA_HOME to override default search\
/a export JAVA_HOME=\/usr\/1ib\/jvm\/jre/’ \
/opt/mapr/conf/env.sh"

env.sh 7 7 4 WIZF0E L 7288852580 [Java_HOME| #HEFEL £,

# clush -aL "grep ’“export JAVA_HOME=’ /opt/mapr/conf/env.sh"
n0131: export JAVA_HOME=/usr/lib/jvm/jre

Column MapR 7 7 2 2 —DRETH

MapR Tl FIF$ 5 Java D8A, 7 FAY =Dk y b T —273%ER CLDB M5 5K — b,
I—H—Tp EABRRERE UCROEATHET Y. BEEHUL, 4/ — FD/opt/mapr/conf/env.sh
A2 )T MRE L ETo MapR 2 7 A5 — 7 — FICBEO NIC 2R ENTW 28512, 2
FATY IR T 7R TEAy b7 =2 #WRNICIRET A2HG1E, env.sh A2 Y T
MIBBEERE LTHRELE T, env.sh A2 )7 M TEET 2 BELEROMIE, LT URL
SR H D I OT, —HShHILeBEOLET,

https://maprdocs.mapr.com/60/ReferenceGuide/EnvironmentVariables.html

CLDB DY A% — kb ¥—VY A (CLDBYAY—) HRETEL /- FEEAZLET T,

t Zookeeper & Warden # —E X8, CLDB Y X2 —D7H A U HETTHETIC, LIESK
BfEA DD 2IEENHYET,

# clush -alL "maprcli node cldbmaster"
n0131: cldbmaster

n0131: ServerID: 449629769426475027 HostName: n0131.jpn.linux.hpe.com
n0132: cldbmaster

n0132: ServerID: 449629769426475027 HostName: n0131.jpn.linux.hpe.com
n0133: cldbmaster
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n0133: ServerID: 449629769426475027 HostName: n0131.jpn.linux.hpe.com
EITFTAY—/—FDOS xHEE LI,
# clush -a reboot

0S FHEH)%, ZooKeeper, Warden ¥ — ¥ ADEH), CLDB v A ¥ —D7H 4 YT LTWAD
PEMERLTLEZS v,
# clush -g zk -L "systemctl status mapr-zookeeper | grep Active"

# clush -alL "systemctl status mapr-warden | grep Active"
# clush -alL "maprcli node cldbmaster"

3-3-5 MapR Control System IC&DEEE

MapR 7 5 A % — O f (MapR Control System, LLT. MCS) £ 8443 &R — FCigfit s
¥, WebServer h— YA T S / —IZBWT, 8443 F K- P T v A LTWAHENE) D
EWERLE T,

# clush -g web "netstat -tunlp | grep 8443"
n0133: tcpb 0 0 :::8443 49487 LISTEN 5818/java

B MapR OFF{fihS 1 2 ADAF

74T M= Fb Web 777 TMCS IC7 72 A LFE T, MCS @ URL I, [https://Web
Y—/N—DIP 7 KL Z:8443] TF, EHHLAN IZE Y B THRTWARA M (n0133-mgm)
L IPTFLATT 70Xt LET,

i MCSHBETE/— KIZWHLT. KX FBTFI7EXTEEEE. Web T ¥ 2REETE 7
FATL b/ —FE»E5DNSH—/IN—=~AMCS D/ — FEDZHIBERPBLETT, DNS H—/1N—(l &
DEFMAN TELEVGEGER. 77172 b/ — KD /etc/hosts 77 A WIZHEWT, MCS DH X
rEEIP7 L XDORIEDEBRHFDLETT,
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$ firefox https://n0133-mgm:8443 &

root 7# W ¥ P TMCS 1207 A » L (F3-5), MapR DL NL—H—F A £ > ADFFHIZF
ELIY (H3-6)

3-5 MCSOOY - »EH

Torm of Use

MAPR END USER LICENSE AGREEMENT

M3-6 MapRDI> Ri—H—F1 €22
AR
MCS @ GUI HIiAFERENTE T, ZORHTIE, 72 A% L Twiw/z@, NFS Gateway
= A%RT [nfs] & CLDB % — Y RA%RT [cldb] 2377 L — FIREEIZ % o T 3 Bl
FERENFT (F3-7)e H—VAHNFZ L — FIKEEIZ 5 & GUI /L [Node Health] 4
O =Y ZOMNMAAPEDIIEY 7,
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Node Health = @  Adive Alarms . @  Custer Utilization

WARNINGS: 2

2GB 0%

3-7 T4t REAFO MCS @ GUI EIE

MCS OEHmEHE _EiRe> [Admin] %% [Cluster Settings] %27 1 » 7 L9 (& 3-8),

Node Health * ® tive Alarms = (0} Cluster Utilizatior

X 3-8 MCS OEERE@E LD [Admin] #*5 [Cluster Settings] # 71U v o

[ Admin / Cluster Settings | WA [Licenses] # 7% 7V v 7 LET, §hL, 741>
ADBEHEIFREEINE T, BEDTA L AQREXHAT LIS TEET (®3-9),

e Maximun Avaltle red Cater D 201035500

Module/ype nsued Expires toder Delete

H3-9 T4t A0OEEET

Web 77 7DD ¥ 7% B &, https://mapr.com/user |27 7 A L %9, MapR Ak
¥ 5 [My Clusters ] &£ E2172 Web 1 T, MapR 7 7 A¥ —DF 1 £ A%EML ¥4, MapR
DAL—H—T 7 &Aoo T My Clusters @ Web A Mca 7 > 1 LE§ (&H3-10),
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My Clusters

NEEAR. e

ssscssssssssses

3-10 [My Clusters] @04 1 »HEiE

1 MapRDI—H—ThHT7> bEERLTVEWGEEIR. RAN—JADETICHS [Need a MapR
Account? Click here to register] 7Y v 7 L. BHilc1—HF—ThI - bEFERLTHEVTLE
Ty,

MapR @ L —H =7 H7 » F T [My Clusters] @ Web # 4 MZU 7 A > Lizs, BEATO
[ADD NEW CLUSTER] # 7 1 v 2 L £ (& 3-11).

ADD NEW CLUSTER

3-11  [ADD NEW CLUSTER] 27w %7

7T AY —OBEINZET 2R EEE AR ENETOT, [Cluster ID] OHIZ, MCS D7 1
AHEMEOAHIZFR SN TS, [Cluster ID] OAMIZH L, BIZR L IDFTZE AT

L E ¥, [Cluster Name] (21, fEK L7277 A% —% (5RIOEEIE, hpe-mapr-cluster01) % A
1L F . 4EIE, Converged Enterprise Edition DFEAiZ 1 & » A2 L £ §?T, [Converged
Enterprise Edition (formerly M5, M7) Trial ] % 383R L | [ADDNEW CLUSTER] #271J v 7 LF¥

(X 3-12),
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Add cluster

Cluster ID

2016594 173365007222

Cluster Name

hpe-mapr-cluste0l

Converged Community Edition (formerly M3)

The Converged Community Edition is free for internal testing use as
specified in the MapR End User License Agreement (EULA). Support
is provided on a community basis and through the

MapR Converge Community

*) Converged Enterprise Edition [formerly M35, M7) Trial

ADD NEW CLUSTER CANCEL

1|

3-12 Cluster ID & Cluster Name DA, I7F 13>
&R

27 A% — [hpe-mapr—clusterO1 | %5 §%% [My Clusters| O THERE L £ 3 (K 3-13),

Show| 10 =|entries
3
ew Key 2016594173365007222  hpe-mapr-clusterdi Remove
Showing 1to 1 of 1 entries Previous [R10)] MNext

ADD NEW CLUSTER

3-13 B#HIN/=7 5 X% — [hpe-mapr-cluster01

MCS DT 4 & > ZAFEMEIZREY . [Cluster ID] ®F12d 5 [Import License] 2V v 7 L%
¥ (X 3-14),

CLUSTER INFORMATION
Type Maximum Avallable Used Chster D 2016594175365007222

Sarver Nodes Unfimitsd untimined 3 Add Ucereees Using the Following Optiors

‘ e e e

Client Nodes - PACC 0 MapRs free trial licerse will aliow you to get

a licerseto try one of MapRs many senvkes (G Rl

for ashont period.

3-14 MCSDZ 1 > XFHEEELED [Cluster ID] OTFIC&H S [Import License]l &7 1) v ¥

132



@ 3-3 MapR iR Hadoop E#DIEEFIE

[Import License | @7 4 ¥ FYRFRENDLDT, MapR DL—F—TH ¥ hTUZ 1L
(3 3-15), [Submit] 7V vz L ¥ (E3-16),

Import License

To be able to retrieve your license information, please enter your log in credentials for My Account on mapr.com

User Name  masazumikoga@jpn linux hpe com

Password ©00000000000000

3 3-15

[Import License| M7 1> Ko

CHLTY F LWL RIS

LXyrpXSbEy|IUig

SpqTpcaT
ZAiLt5hKlqdR
T/5118bufhIFCWBCrk

hJUDmUsbvOh8FIp/P8d+NTX
QEfmrX12103a35(25L9faTQ:

END SIGNATURE
HASH-

3-16  [Submit] 27U v ¥

i [Submit] K% %70 v 7 LTHEERFEELLEVEEE. MCSADERI 21 LTI MLT

WATATHEMDF Y £, TDHEIR. BE. MCSICAY 1 > L [Submit] A& &L T &0,

MCS DF 4+ > AFEMHIZEY . Wf Fo [LICENSES| @ [Name| 512 [MapR Enterprise
Trial Edition |**## R &1, [Active] FIIZTF 2 v 7B A - TWAHZ L 2R LIS (W3-17),

Module/Type Issued Expires Nodes Delete
e MapR POSIX Clert for fast secute file access
erprive Theal Edition

feb W, 201
taph Base Edition

3-17  [MapR Enterprise Trial Edition] ®Z1 € > XA T 971 FIlhE->TWnBI L%
i

Ly IAS—/—FEHEERLI T,

* 4

[MapR Enterprise Trial Edition] (&, 30 HEOFFHEMNZ 1 ¥ ATT,
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# hostname
n0130. jpn.linux.hpe.com

# clush -a "reboot"
U, MCS @ Web HHIEIZT 7 A LT,
$ firefox https://n0133-mgm:8443 &

MCS @ Web &P H D LHIZdH A [Nodes] 2V v 2 L, 799 EA 0= )Ly &
HBHE, MapR 7 FA Y —FHH L TwE/ — F—ErfRshid, £/ — FO [Health] %I
(W] PRRENTVELEMHERLTLZE W (X 3-18),

=
il
Health  Hostname Physical IPs H“L’:;': Memory Utilized  CPU Utilized Disk Utilized  Physical Topology g:‘r“v""‘”:
= o =, - il i
m - » T Blupsasiins
L] 5 - St

X 3-18 MapR 75X #2— ./ — FOIKAE % TR

MapR Enterprise Trial Edition @ 7 f £ > AnS#H &b &, 77 L — FIRE?Z 572 CLDB #—
YA L NFS H—EADIER ZHREICE D T, MCS @ Web FELFEH L [Overview] %271 v
7 L., CLDB #—FE A L NFS #— ¥ ADRIEAMERL TS0 (®3-19),

" a o
® | | acive aiaems AR @ Cluster tilization
amm cu | %
:
- "
2GB 0%

@ current Range: 2018-04-07 00:37:25 - 2018-04-08 00:37.25

3-19 F4 &2 ZEAED MCS O GUI BIREE
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3-3-6 MapR 73525 —OE{EEEE

— % % M 1§ % MapReduce 71 275 LD [TeraGen| #FEfT L, MapR 7 T A% —T 3 7H
FEIFTELDEMERLET, E 512, TeraGen THERL L 727 — % % TeraSort 2L D> 7)) v 7
L, 7= % &l_"Ez T3,

B TeraGen & TeraSort OEN{ERESD

9, 2—F—mapr £ LTI FAY—/—FlZas AL, RyF3—0 75 2T 5K
Va—LEERLET, 2—F—maprDa~vrF7ur7+% [¢] TELET,

# ssh n0131-mgm
# su - mapr

$ whoami

mapr

MapR-FS FlZ/testol 71 L 7 P Z/EHRL ¥,

$ maprcli volume create -name testOl -mount 1 -path /testO1
$ hadoop fs -1s /
Found 6 items
drwxr-xr-x - mapr mapr
drwxr-xr-x - mapr mapr
drwxr-Xxr-x - mapr mapr
drWxXrwXrwx - mapr mapr
drwxr-xr-x - mapr mapr
drwxr-xXr-x - mapr mapr

2018-04-07 22:35 /apps
2018-04-07 22:37 /opt
2018-04-07 21:12 /testO1
2018-04-07 22:35 /tmp
2018-04-07 22:37 /user
2018-04-07 22:35 /var

= O O O O O

TeraGen |2 & ) 57— % ZHEM L £, TeraGen |2 L 57— % HEHud, yarn I~ > FTITWET,

$ yarn jar \
/opt/mapr/hadoop/hadoop-2.7.0/share/hadoop/mapreduce/\
hadoop-mapreduce-examples-2.7.0-mapr-1803. jar \
teragen 500000 /testOl1/teragen01

18/04/05 15:23:56 INFO mapreduce.Job: Job job_1506147309785_0001 completed succ
essfully

Va7 OWEIZET A Ay =V BEREINT T, A v E—TDEPIZ [completed successfully |
PERENTVEDPEMHERL TLES W,
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t  [completed successfully] "tHAEhEWEEIE. TeraGen ORTHEABLTVWETOT, 75
2 —PEIICEBREhTVEL A, ZOBEE. OSDHRE (KX M, 77170+ —LEE),
Y—EX, R—+EBLEEF v VT IVEFHNET,

7' — % %% MapR-FS LD /testot 74 L7 P LTICER SN TV L2 2MEL $3,

$ hadoop fs -1s /testO1/teragen0O1l

Found 3 items

-IWXI-XI-X 3 mapr mapr 0 2018-04-05 19:06 /test01/teragen01/_SUCCESS
-rwxr-xr-x 3 mapr mapr 25000000 2018-04-05 19:06 /test01/teragenO1/part-m-00000
-rwxr-xr-x 3 mapr mapr 25000000 2018-04-05 19:06 /test01/teragenO1/part-m-00001

©
OO Column  Connection refused M i&

Hadoop # ¥ 3 7OIANIT KA1, SFSFRLDOPHELF T Va 7093 a8
FENITF—Ryt—T L L THAR DD, [failed on connection exception: java.net.ConnectEx
ception: Connection refused] T3, [Connection refused] &9 Wikt b F21) 74
DLT—%HET 50 LNEEHAD, EF, SEET7ANVERLA LT 1 L7 MRS
ZWHEICLIOX IR Ay -V FRENE T MapR D65, Hadoop Hid RPM 7%
=3R4 YA P=NTEHE, fopt/mapr T4 L7 ML FICHAET S conf.new T4 L 7 b
VX conf.dnew 74 L7 M) REIZELORET 7 A VARESNLET., LH L. MapR T
. 7525 —ORMLELRTEZ 7 A VR E#EY LT 4 L2 M) (conf T4 L7 PR
conf. dFA L7 M) RE) IZHEIZIE—LAFNERVERA, Sy r—TDT ¥4 VA
F—=NEfTo T, FA YA b=VZEITIEAESL MapR HEOT7 » 77 L= FETIGAE. 77
ANOa¥—{E¥%EN S L [Connection refused] L5 —IZHMT 2B E10H Y £,

Hadoop 7 7 A % —I281F % [Connection refused | @7 —DFEAIIE, ST EELERD
EzBNFTH, FFUE, MapRAVERT A0 7 %L, =7 —ORERNEZRHRET,

MapR (CHE B0 7 DREET L7 MU L
/opt/mapr/hadoop/hadoop-2.7.0/logs

LIRS, 2 a 7DETCE WA ELMRPFHERT CBEE T,

- /etc/hosts 7 7 4 W@k (localhost DfT, %/ — FO{T. FQDN. H A M O%14%)

- configuresh TIFEL 72/ — Fi@E[ & RPM Sy r— T % f ¥ A b= Lz — FOBA
- SELinux

- K— Ml (iptables % firewalld)

- L[R]3

- — ¥ AKB@IE (ResourceManager. NodeManager 7 &)
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-RETFANIMREEEINTVWE T4 L7 M ISA

- B —FOBET 7 A VOBAIY . X AN, A

T FANTATADOT ALY P OERY, HEARMER, AT H
-XML 77 A VDiEl, 77 AN T =2y b EITOH M

MapR-FS LD /testol 74 L7 M JIZEREN 2T =7 2o T, V— FMLHED Y 3 7% F47
g

$ yarn jar \
/opt/mapr/hadoop/hadoop-2.7.0/share/hadoop/mapreduce/\
hadoop-mapreduce-examples-2.7.0-mapr-1803. jar \
terasort /test01/teragen01 /test01/terasortO1

18/04/05 15:24:51 INFO mapreduce.Job: Job job_1506147309785_0002 completed succ
essfully
JobHistory #—723¥— (n0131) 127 7t A L 7 (& 3-20),

$ firefox http://n0131-mgm:19888 &

m Mcs x [ MyClusters | MapR % | JobHistory x|+

1}

“a 3+ AQ

D | n0131-mgm

#hadﬂﬂp JobHistory

- Application Retired Jobs

About
Jabs show 20 ~|entries search
UL B b ID name s YT Queue tal  Completed 7
2018.04.05 2018.04.05 2018.04.05 job 1522885224509 0002 TeraSort mapr root.mapr SUCCEEDED 2 2 1 1
08:46:29  03:46:3¢  08:46:49
ISt JsT 5
2018.04.05 2018.04.05 2018.04.05 job 1522885224509 0001 Terat mapr rootmapr SUCCEEDED 2 2 [ o

08:44:24  08:44:30  08:44:37
JST JST JsT

Showing 1 to 2 of 2 entries

3-20 JobHistory # —/\—#iRET % 2 3 T OBREEIRER

JobHistory Hr— /N—292 it 45 ¥ 3 7ORBEERBH ICBWT, EfTL2Y 3 7HA-ERRS
NET, Va70FMELRRT LI, [JobID] FlIZEKRSNTWS [job_| THEAL) ¥ 7%
70wz LET (E3-21),
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(O [iEalala]a) MapReduce Job job_ 1522885224509 0002

Job Name:

ApplicationMaster

Thu Apr 05 08:46:32 JST 201 n0131.jpn linux hpe.com 8042

Map
Reduce 1 1
Attempt Type
Maps
Reduces

E3-21 Ya7OF@zRT

PLET, MapR 7 5 A % — T TeraGen & TeraSort (2 X 5 MapReduce & a 75T T& F L7,

3-3-7 MapRISA72Y DALV A M=V

MapR 7 Z A% =47 547 » b= % 5, hadoop I~ ¥ N7 &% i T MapR 7 7 A

WLV EPSH ) £, TOLILYEE, MapR /74T X be s A 4o~
A YA M=V LET, UTFTIE, CentOS 74 DM T2 2547 » b~ 212, MapR 7
SAT U A VA M=V AHFIETENL T T,

W

B 1—-5—-0iEN
54T M= FiZmapr 2—H— & mapr 7V — THELE L WiBEI, EREL TBE T,

# hostname
n0130. jpn.linux.hpe.com

groupadd -g 5000 mapr

useradd -g 5000 -u 5000 mapr

echo ’password1234’ | passwd mapr --stdin

echo ’export LANG=en_US.UTF-8’ >> /home/mapr/.bash_profile
chown mapr:mapr /home/mapr/.bash_profile

1s -1 /home/mapr/.bash_profile

-rw-r--r-- 1 mapr mapr 216 Apr 5 11:49 /home/mapr/.bash_profile

H OH OH H H B

5 MapR 7547 2 bDA Y A= IZ2WTE, DTOURLASEIILYFF,
https://maprdocs.mapr.com/60/AdvancedInstallation/SettingUptheClient-redhat.html
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7747y b2y BT, MapR MRS 208y =Y o) R M) EBEIL £3 . MapR 7
FGAE = = FCTCIUREENTVDL )RV MNIOBRET 7 ANV EIY-LET,

# scp n0131-mgm:/etc/yum.repos.d/maprtech.repo /etc/yum.repos.d/
# cat /etc/yum.repos.d/maprtech.repo

[maprtech]

name=MapR Technologies
baseurl=http://package.mapr.com/releases/v6.0.1/redhat/
enabled=1

gpgcheck=0

protect=1

[maprecosystem]

name=MapR Technologies
baseurl=http://package.mapr.com/releases/MEP/MEP-5.0.0/redhat
enabled=1

gpgcheck=0
protect=1

7FAT b U, MapR BHE O Sy = I ERERLE T,
# rpm -qa | grep mapr

e K= T g By r— TV ElT 4 EPEL )R M) DiE 7 7 4 v, Java, MapR 7 7
A7 MHOS Y A=V % L A= LET,

# yum install -y epel-release
# yum install -y java-1.8.0-openjdk mapr-client.x86_64

24T vy D /opt/mapr TA L7 MU T O MR L £,

# 1s -F /opt/mapr/

bin/ contrib/  include/ LICENSE.doc NOTICE.txt
conf/ examples/ 1ib/ logs/ pid/
conf.new/ hadoop/ libexp/ MapRBuildVersion server/

74T <Y v ED/opt/mapr/cont.new T A L7 FULLFDTRTD T 7 4 )V % /opt/mapr
Jeconf A4 L7 MUICaE=LET,

# cp -a /opt/mapr/conf.new/* /opt/mapr/conf/

Z7FA4T Y e MapR 7 FAF —128F L E T, configure.sh AZ 7 MI [-c] A7 ar
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EMEFTLILICED, 54T Y FOFERIPWETT. ThlWost 7Y 3 vid MapR 7 7
AY =R L7t T a Y ERILTT,

# /opt/mapr/server/configure.sh \

=

-C n0131. jpn.linux.hpe.com,n0132. jpn.linux.hpe.com,n0133. jpn.linux.hpe.com \
-Z n0131. jpn.linux.hpe.com,n0132. jpn.linux.hpe.com,n0133. jpn.linux.hpe.com \
-RM n0131. jpn.linux.hpe.com,n0132. jpn.linux.hpe.com,n0133. jpn.linux.hpe.com \
-HS n0131. jpn.linux.hpe.com \

-N hpe-mapr-cluster01 \

-M7 \

-no-autostart

DETMapR 72947 ¥ bDA Y AM—=NAFTEE L7,

B MapR 2541472 ;5 MapR 75 X5 —~DERHESD

MapR 7 74 7 » MZ&EF N A hadoop I~ ¥ FTMapR 7 7 A% —D MapR-FS |27 7 £ AT
EBNEHRLEI T,

# hostname
n0130. jpn.linux.hpe.com

# su - mapr
$ which hadoop
/bin/hadoop

$ 1s -1 /bin/hadoop
lrwxrwxrwx 1 root root 20 Apr 5 11:58 /bin/hadoop -> /opt/mapr/bin/hadoop

$ hadoop fs -1ls /
SLF4J: Class path contains multiple SLF4J bindings.

Found 6 items

drwxr-xr-x - mapr mapr
drwxr-xr-x - mapr mapr
drwxr-xr-x - mapr mapr
drwXrwxrwx - mapr mapr
drwxr-xr-x - mapr mapr
drwxr-xr-x - mapr mapr

2018-04-04 09:59 /apps
2018-04-05 10:01 /opt
2018-04-04 11:36 /testO1l
2018-04-04 09:54 /tmp
2018-04-04 10:00 /user
2018-04-04 09:59 /var

= O ON OO

54T ¥ bRy PIZTAET A Jetc/hosts 7 7 A )V F MapR-FS @ /test0l 74 L 7 RV |
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a¥—L, 774 VOFHEHELET,

$ hadoop fs -put /etc/hosts /test01/
$ hadoop fs -cat /testO1/hosts

127.0.0.1 localhost localhost.localdomain localhost4 localhost4.localdomaind
2 localhost localhost.localdomain localhost6 localhost6.localdomain6

E5HIZ, MapR 7 71 7 » M < »H 6, TeraGen, TeraSort D3 3 7O AN FER &) % fif
B LET. 4. MapR-FS F?/test01/teragen02 74 L' 7 PV LLTIZF— % ML, V—
b A5 HIZ, MapR-FS F@/test01/terasort02 74 L 7 b RICH D LE 9,

$ yarn jar \
/opt/mapr/hadoop/hadoop-2.7.0/share/hadoop/mapreduce/\
hadoop-mapreduce-examples-2.7.0-mapr-1803. jar \
teragen 500000 /testO1/teragen02

$ yarn jar \
/opt/mapr/hadoop/hadoop-2.7.0/share/hadoop/mapreduce/\
hadoop-mapreduce-examples-2.7.0-mapr-1803. jar \
terasort /test0l1/teragen02 /test01/terasort02

VaTHEFICEITTES, MapR 7 94 7~ FOBREIIZE T T,

3-4 FL&H

AEETIX, Apache Hadoop3 7 7 A% —& MapR 6.0 7 7 A ¥ — DIEEFIHE BN L E Lz, 2
I 2=7 4 h® Hadoop & i Hadoop Tld, 4 ¥ A M= VFIASKE L EL D T3, 9L,
B/ = Fhohb L7 TAY —OWEPLAS— L, T TANYATLANDT 74
DAY =Y a TOFEEEHEL TATLEE N,

141



FE3FE N— K7z 7OERHEE &L Hadoop D1 > X h—JL

)
(1) Column MapR 1 >2Z k—3— [mapr-setup.sh] DA

A#EClx, Apache Hadoop & MapR it Hadoop ® 1 ¥ A F— - Flli##/ L ¥ L7245 MapR
Ji Hadoop (213, # A =Dty 7 v 7%47H) A% U7 [mapr-setup.sh] Al E T
WwET, Z@mapr-setup.shld, [MapR A ¥ & F—F | LIFENF T,

mapr-setup.sh A7 J 7 b Zfliz ¥, Web 77 ¥ %flioT MapR 7 7 A ¥ — Ok &EH
HEC9 o MapRALARYEL COZHHANTOHFT ML —=» 7 DH ) F 27 2B TH,
mapr-setup.sh A7 ) 7 b & flio 2EHMAE TN T EF . MapR 7 7 A ¥ —OFF AU AN
BAMEE, ARV =23y IART TAY— ORI A% NS 5720120, napr-setup.sh
AT PEMEHTAEXWTLED,

(5% H]

mapr-setup.sh 2 7 1) 7 FDAFSE ©
http://package.mapr.com/releases/installer/
mapr-setup.sh X 7 1) 7 b DfERE ©
https://maprdocs.mapr.com/home/MapRInstaller.html
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F45
Hadoop 75 A9 —-NiEREE

FETF. EvIT—o3BEOBEEEDLH > THE, Hadoop BEDE
ARFEBEFEZBNULE T, e, Apache Hadoop 3 hSEAETNTVDE
HEEICRAT2ERBEFECDODVTHEFRNEFIEZIZA THHLE T, T5IC,
BETR., ZLOEEV AT LTHHBEENTLS MapR 25X —0 NFS & —
N—DEREBFLE. AT vIVav bMILDT—YDEEFE. GUIEERBICDWN
T, BEFIRZEXZA CEHBICHETLET,
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% 4 % Hadoop 7 724 —DEREE

4-1 Apache Hadoop 3 75 X5 —0DEIE

Hadoop ¥ A7 ATIE, Z—H—D Y a3 7OHRA LR <479 7212, Hadoop H£MEOEME
., 7728 —THE T, —E2DOREZHAMHRLTB ZEPLETT, HADA YT F
YARRAE, MEHIZTTRL, YATAEKOBEIIORDY), ¥y 77— iz
L 7= 1ok & 2 B)5H £ 9, Hadoop MO EHEIL, ¥ 725 —THETLH—E X
OFTERA, AMRROF =y 7, F—F ORI LR L, EHEBRA L S TEAD, £
F1&, Hadoop 7 7 A ¥ — 2 fiK T A KBTI —CADPKE LTIk Fzv s §T562
EbiRhET,

4-1-1 Y—EZADIKARHEE?

Apache Hadoop3 7 7 A% — T, TA¥—/—=FELT7—% /= FTlava D70 A0 L £
To 2D JavaD 7L ADRE, #FIRIZE T 7 A8 —OBBIREIEDLY 5, FI, H—
Y 2 OREIREZ, jps A~y FTTHRALET,

[ 1t  jps A7 KiE. java-1.8.0-openjdk-devel /Ny F—JICEENATVE T, ]

# hostname
n0120. jpn.linux.hpe.com

# clush -g nn "jps | grep -vi jps"
n0121: 4152 NameNode

n0121: 4554 JobHistoryServer
n0121: 4286 ResourceManager

# clush -g dn -L "jps | grep -vi jps"
n0122: 1269 DataNode
n0122: 1400 NodeManager

FROEI, jps ITY FEMEI L, BBLTVAY—VADTOLABERLERENET,

jps AV ¥ FTIELL, pgrep I¥ ¥ FTHH—E 20Tt AF R TEET, DT,
NameNode ' — ¥ 2D 710+ 2 &5 % BS54 5 6T,
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@ 4-1 Apache Hadoop 3 7 7 X # —(D&EHE

# clush -g nn "pgrep -u root -f namenode"
n0121: 4152

4-1-2 IS5A9—-0fFLE

W2EDY AT LEFETHHH LA X512, Apache Hadoop3 7 T A Y —TlE, ¥ 7 A ¥ —D
H2H) % hdfs I~ ¥ F, yarn 2% > F, mapred 2~ ¥ FTIFWE T, FILIZ20TH EEIZ,

hdfs I ¥ N, yarn I¥ ¥ I, mapred I~¥ ¥ FZflinF§,

B Apache Hadoop 3 75X —0DELLFIE :

# clush -g nn ". $HOME/.bash_profile; hdfs --daemon stop namenode"

# clush -g dn ". $HOME/.bash_profile; hdfs --daemon stop datanode"

# clush -g dn ". $HOME/.bash_profile; yarn --daemon stop nodemanager"

# clush -g nn ". $HOME/.bash_profile; yarn --daemon stop resourcemanager"
# clush -g nn ". $HOME/.bash_profile; mapred --daemon stop historyserver"

A Note %&./— ROIELLIER

Hadoop T, NameNode 76 A 7 57— & 2 L THIF L TEB { & #H » %) — NameNode

BT LEEENRH Y ETH, £H ¥ — NameNode HHEAET 53412, DataNode O FEIED
#IZEH ¥ ¥ ) — NameNode 1L L F 3. F/2. ZooKeeper #flio7z HA 7 5 A % —Hik
OEE, 7+ —F ATV r—F N —FEIFEINEHA 725 A7 —OdlfEREHS /- FLHF
HFLET. ZOWEIE. £ ¥4 — NameNode ##1 LRI 74 —F 4T x—F N/ —F
DHF—EA (Yx—F N/ —F—EALWwnET) 2FIEL, w2 ZooKeeper h—E A %
EIELET.

A — E:XO‘){?LI;@Q\ jps o<y FCTFatAH TEL*“/‘&.(&I&EE Li#o

4-1-3 HDFS Z&# LTS/ — FRHRORT

Hadoop 7 7 A% —Tld, 1 GO T —Hh—/ = FIZEENFBELTH, THT77ANVT AT LD
LN AOERECE D, T 070y 7 OBERPHOT—H— / — FIZHEET L7720, 2—F—
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% 4 % Hadoop 7 724 —DEREE

i, F—F T 7 ATETTD, SR V—h— /) — FOENEL -0, HHEO Y — T F
TN ALTRAEDET, £, BMENBETLL, FOWME ) - FICHFELLZT—2120
Wi, LY ADOEPELT B 720, LT AOBEMET S22 7)) I OFEER O
PBRELE T, L7 DOBERORIIZEMA LI L720, SHILHEMERICEELE T 16
DT —N— 7 — FEENF VAT LOEFEEIIESADIFTEH Y FLHAD, 2—F—2 Wiy
54 EUEE R O, MIEAEIH, ¥ AT ASERORERB OMEE L V) Bl 5. Hadoop ©
EHEZ, 7—H—/— FORFREZIEEL TB{LEFH D 7,

7T AY—IZBIML, IEFIZHDFS 23t T& 5/ — F (74 7/ —F) &, HDFS iRk C& T
WhEWS = F (Fv F/—=F) O¥&HET 51213, hdfs I » FEvE 4, IEH %4 DataNode
% FRT H41d, [hdfs dfsadmin] 2% N2, [-report -live| #f15 L TETLE ¥,

# hdfs dfsadmin -report -live

Configured Capacity: 9658951544832 (8.78 TB)

Present Capacity: 9658850021376 (8.78 TB)

DFS Remaining: 9658784931840 (8.78 TB)

DFS Used: 65089536 (62.07 MB)
DFS Used%: 0.00%

Live datanodes (3):

Name: 10.0.0.122:9866 (n0122.jpn.linux.hpe.com)
Hostname: n0122.jpn.linux.hpe.com

Decommission Status : Normal

Configured Capacity: 3219650514944 (2.93 TB)
DFS Used: 21696512 (20.69 MB)

Non DFS Used: 33841152 (32.27 MB)

DFS Remaining: 3219594977280 (2.93 TB)

DFS Used’: 0.00%

DFS Remaining}%: 100.00%

HDFS &k 8 FoR &L, FOT I [Live datanodes (3): | L FTRENTVET, 2D
GEt, FAT /-3 BTHAILEERL VTS, 747/ — FPFEETRIE, 2OTIC
EIA 7/ — FOREFFREINET, —H, Tv F/— F2FERT2541L, [hdfs dfsadmin]
a7 FIZ, [-report -dead] {35 L THEATLET,

X

# hdfs dfsadmin -report -dead
Configured Capacity: 9658951544832 (8.78 TB)
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Present Capacity: 9658850021376 (8.78 TB)
DFS Remaining: 9658784931840 (8.78 TB)
DFS Used: 65089536 (62.07 MB)

DFS Used%: 0.00%

Dead datanodes (0):

vy Fa%EiTT 5L, HDFS £EOFERELR EAFIREN, FOTIZTF v F/— FEFERS
NF T, [Dead datanodes (0):] E|RENZIGEIE, 7y F/— FEF0ATH L Z L2 B
LCmdE T,

7y K/ — F2% 55412, [Dead datanodes) I[ZFDEHEMFRENT T, v F/— Fid,
Hadoop 7 7 A% =l —H— /= FEL LTHEHRINTVAILL»DDLT, YAF—/—Fhb
DIEFEZRKIE LA W — FTF, NICIZEEENRE LBAR, T—"—AEEILLHE,
EHIE, EFICYyy T8N, BEAOFFIC2>TWwWA /= Fy 7y F/—-FLLTH
7y bENET,

E®IZYyy oy LU=~/ — FOB&E, BURRZHEAL, OS PIEFISES LT
b, Hadoop 7 7 A% —DEF—EADPEFIHEH L2 0HE, 7y F/—FELTarrFeh
72 % £ %O, Hadoop @ DataNode ¥ — ¥ A % hdfs I ¥ » Fafli~ T, FHTlEH) 8 508D
HVFEFT, LEZIE, VI —/—FOn0124F vy ¥ TLHE, 012413, Ty K/ —
FELTAT P EhT42%, BREAZ, BEER/ — FIZERSELI12E, DLFo k)i,
DataNode #— U A ZiRE S L5 LENFH ) TF,

# clush -w n0124 ". $HOME/.bash_profile; hdfs --daemon start datanode"

4-1-4 HadoopI\—Y3aVODERT

Hadoop Tld, 1 DDV FAY—DIYAF—/—F&T—H—/— Fd Hadoop D/N\— 3 » %
ML T T2 BT IZ Hadoop 7 7 A — 2 AL TV AEAE, MMTHHTL27 77—
v a yOEFIZE Y | Hadoop DN—V 3 ARG H I DS Y £, Hadoop D=3 »iZd o
T 7705 —2a v OFHRIRET DT A— 5 —HPREL5E0H S 728, Hadoop 7 7 A
¥ — AL T A% AL, Hadoop D/¥— T 5 Y EFFNCIHIEL THE T LPUETT, /2,
Hadoop H&% 7 v 77 L — K344, [H/3— Y 3 »@ Hadoop & /73— = @ Hadoop % 2
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% 4 % Hadoop 7 724 —DEREE

ORFELTEE, HiN—T 3 YO Hadoop TT F N7 — ¥ 3 YHFIEFICHEBT 209 2% BiE
W) AT, FN—TavilT v FZ L= FT0OFEETT. 205 e, HA—Ta v
@ Hadoop B D 2~ ¥ FHABREZERIC L > TIELCEESN TS0 ) il L 2l
2 ELA,
[hadoop version] Iv ¥ F#&ZEfT3 1L, Hadoop ®/5— ¥ 3 ¥ FirH F/R & 41, Hadoop D

BEEBFELL Ly FERTWALEI DT ITbh ) £9,

# clush -g cl,all -L ". .bash_profile; hadoop version" | grep Hadoop

n0120: Hadoop 3.1.

n0121: Hadoop 3.1.

n0122: Hadoop 3.1.

n0123: Hadoop 3.1.
n0124: Hadoop 3.1.

o © O O O

4-1-5 DataNode H—E X DREIFREOHE:R

Hadoop 7 7 A% —Tld, 7—H—/—F#FILL TS, HDFS DL 7)) 7 OfEREIC L ), 12—
F—EF =¥ T 7 L ATE D%, DataNode DIEILDEN S A F L RS ICELZ LD Y
FHA, Ll YAT2EHOBE TR, REDOT—H—/ — FPFET 56, BEISIEE
L7z —h—/—Fa2ER{RA2T, BE/— FORTFETILEF DD T, /2L z1E, 7—
#— / — K@ 08 #EHI (2 Hadoop B D — ¥ A (DataNode #— ¥ A % NodeManager F— ¥ A
&) BEHBIOEETA L Vo ERORAREZE T, TOLI LV AT LTI, BEICL-
TI—h—/—FOBEF) 1y 2, OS OFEH., i) vy F%ETLE, T—H—/—F
ASHadoop 7 7 A % — IZFHOHBNICBIML £4, 2—HF—2 ITEHZMIZ, HDFSOL 7)) #
ORI Y, 2—F—F—F I EHET 2 LATEL D, /— FEZOREIZEM» 20
bvof [BEEORMBIL] AMREZIY 2T,

C0rHh [MEQORBIL] It 512E, 77—/ — FOBREHREBRMZERL T,
HHRRBEEE ARG (T — — /= FlE, RASHPOFHEIZE ) #EIIY—EADMEIE LT
CEERBRLET, 2O, BRETEFICKEBL TwE L) ICRA TS, BEICEENSE
L, Y=Y RADEILDVH o720 DML 2002, ITEHMIE, 7= — 7 — FoiimEEmE
MZEBLTEL I LFTEETY,

# clush -g dn -L \
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@ 4-1 Apache Hadoop 3 7 7 X # —(D&EHE

’. $HOME/.bash _profile;hdfs dfsadmin -getDatanodeInfo ‘hostname‘:9867’

n0122: Uptime: 21, Software version: 3.1.0, Config version: core-3.0.0,hdfs-1
n0123: Uptime: 89837, Software version: 3.1.0, Config version: core-3.0.0,hdfs-1
n0124: Uptime: 89837, Software version: 3.1.0, Config version: core-3.0.0,hdfs-1

FRROFITIE, 7 —%—/— Fn0122 ® DataNode *— & A O @I 25 21 £, n0123 &
n0124 @ DataNode — & A ORI 289837 5 & % o TWE §, n0123 & n0124 @ DataNode
- VAL, REERRE LT TWw» 20123 LT, n0122 @ DataNode #— Y A1, #EE) L 72iED
NThaIEFHEANET,

4-1-6 FT—HIDEEAFH - HIFROFRILE

Hadoop 7 7 A% —% A » 5+ v AT A¥fr, HDFS ~D 7 — ¥ O AR CEAED 7 — 7 OWI R
HEERZELLLVWEAEHV IS, 20X BREA, HDFS # £t —7E— FIZ§TAHZ & T, 7—%
DEEZAACHIGEZE L THZEHTETT, £—7F— F% ONIZT 41213, [hdfs dfsadmin]
a2 FNlZ-safemode & 7% 3 ¥ %45 L, enter #HEL T ¥,

# whoami
root

# hdfs dfsadmin -safemode enter
Safe mode is ON

HDFS 75t —7E— FiZh b L, HDFS ~D 7 7 A WOBRBLFmA M LI RETT A5, #EEAAL
RHIBEZEOAR V=3 a3 e EETEET, LT, 27947/ —FLEIZFA VRO 7 7
4 [testfile] #{EM L. £t—7F— FiZ% 57> HDFS ICHEZAADNTE LW L ZiEET 5
BT,

# su - koga

$ echo "Hello Hadoop 3." > /home/koga/testfile
$ hdfs dfs -1s /user

Found 1 items

drvxe==—=—= - koga supergroup 0 2018-04-14 15:16 /user/koga

$ hdfs dfs -put /home/koga/testfile /user/koga/
put: Cannot create file/user/koga/testfile._COPYING_. Name node is in safe mode.

t—T7E—-FTid, 77 A NVDEZRAAPEILINTVDLZ b)) T3, ARk, 774
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% 4 % Hadoop 7 724 —DEREE
VORI EIEsh Tw e L 3,

$ hdfs dfs -rm /user/koga/dir01/file01
rm: Cannot delete /user/koga/dir01/file01. Name node is in safe mode.

B t— 77— FOFR

t—7F— FZfikgv 4121, [hdfs dfsadmin| 2< ¥ F® [-safemode| + 7' 3 |2 leave
EELE T,

# whoami
root

# hdfs dfsadmin -safemode leave
Safe mode is OFF

# su - koga

$ echo "Hello Hadoop 3." > /home/koga/testfile2
$ hdfs dfs -put /home/koga/testfile2 /user/koga/
$ hdfs dfs -cat /user/koga/testfile2

Hello Hadoop 3.

4-1-7 I 3—50ERE

HDFS (213, 4 L7 bUICZ 4+ — ¥ B ETH I LT, 2—HF—x} LT, HDFS O f & %
[RT& F9, Hadoop Tlx, 41 D 2OV + — ¥ FiHETEE T,

x41 Tx—4%
HDFS @ 7 # — % DiE BiEA
Fom B = TrANET4 L7 M) OE IR
AR—AZ & —F 74 b7 P )ASH L AR T IR

B 2—LIx—FC&DT 71 ILADFIR

AL d—FIE, WELLZTALZ M LT, 7740 EF2 L2 NIOEERIBL
To =L+ —F2RETHICIE, [hdfs dfsadmin] T ¥ FIZ [-setQuota] 7+ 3 ¥ %
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@ 4-1 Apache Hadoop 3 7 7 X # —(D&EHE

5L, FE LR E T4 L7 ) AxiRE L $3, LUTFIE, HDFS ®/user/koga 7 1 L
ZRVIZHLT, ENTEL 77 ANV ETF 1 L7 M) OEEFOEE 1000 @ICHIRST 26T,

# whoami
root

# hdfs dfsadmin -setQuota 1000 /user/koga

HDFS @ /user/koga 74 L' 7 P VIZT7 7 ANRT A L7 P ER{ERKLTHET, FlE LT, 77
A7 ¥ /) — F®/usr/share/doc 714 L 7 ML FIZ&H 5 FF 2 2 7 MH%A HDFS @ fuser/koga
T4V P)IaE-LET,

# su - koga

$ hdfs dfs -put /usr/share/doc/#* /user/koga/

put: The NameSpace quota (directories and files) of directory /user/koga is exc
eeded: quota=1000 file count=1001

HDFS b /user/koga 74 L7 hJIZ7 7 A EF 1 L7 M) OEOEFHEAT 1000 2182 5
b, Ayk—UNFOREN, HEXAADRIRS T,

B ==L *—5 DEREDER

AT F— T DHERFRET H1212, [hdfs dfsadmin] I~ ¥ FIZ [-clrQuotal * 7 ¥ 3
YEMNEL, AL b AERIRELET,

# whoami
root

# hdfs dfsadmin -clrQuota /user/koga

B AN—R 7 x—FICLDEEHIR

A=Az +—FiE, HELLTA L7 P)ICHLTHEARZHIRL 5, ARG, 7%
DT HEBMIFIBTHELE T, 22, VAN r—ar - 770823 TRELLR
P2 BT, 300GB DANR—AY + — %% HDFS D7 1 L & M) IZikE LE, 12— -1,
100GB @7 —% % HDFS 71 L' 7 P IRAF T H EANR—AZ + —F HffiVRA LT,

A=Ay & — ¥ EFRET HIZIE, [hdfs dfsadmin] 37 > FIZ[-setSpaceQuotal 7 7> a v &
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% 4 % Hadoop 77 XA & —DEREE
5 L BFRE LW AERE 71 L7 P AERE LT 7. DIFIZ.HDFS @ /user/koga/testdir0l

FALZ P LT, VBT AEREE IGB IZHIRT 60T,

# whoami
root

# hdfs dfs -mkdir /user/koga/testdir0O1

# hdfs dfs -chown koga:supergroup /user/koga/testdir01
# hdfs dfsadmin -setSpaceQuota 1g /user/koga/testdir0Oi

2I3AT Y b= FIZBWT, TAMNIO200MB D7 74 Va2 2/E L F ¥,
# su - koga

$ dd if=/dev/zero of=/home/koga/file200MB-01 bs=1M count=200
$ dd if=/dev/zero of=/home/koga/file200MB-02 bs=1M count=200

D 200MB @7 7 4 )V % HDFS @ /user/koga/testdir01 74 L7 b I2a¥—LE¥,
$ hdfs dfs -put /home/koga/file200MB-01 /user/koga/testdir01

$9 12D 200MB D7 7 A Vb HDFS I-® /user/koga/testdir0l 74 L 7 PV IZa¥—1L
E

$ hdfs dfs -put /home/koga/file200MB-02 /user/koga/testdir01
put: The DiskSpace quota of /user/koga/testdir0l is exceeded: quota = 107374182
4 B = 1 GB but diskspace consumed = 1434451968 B = 1.34 GB

HDFS | ®/user/koga/testdir0l 74 L 7 N JIZHE LI ANR—AZ 4 —FOFRREBLD
L. Ay b—VUNEREN, FEFAADPTELZWI &b Ed,

B AN—2R 7 =5 DRE DR
AR—= AL+ —F DB R BET 51212, [hdfs dfsadmin| I~ FIZ [-clrSpaceQuotal 7
TrarvEREL, FaLr MU AFEERELTE Y,

# whoami
root

# hdfs dfsadmin -clrSpaceQuota /user/koga/testdir01

# su - koga
$ hdfs dfs -put /home/koga/file200MB-07 /user/koga/testdir01
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$ hdfs dfs -1s /user/koga/testdir01/

Found 2 items

-rw-r--r-- 3 koga supergroup ... /user/koga/testdir01/file200MB-01
-rw-r--r-- 3 koga supergroup ... /user/koga/testdir01/file200MB-02

4-1-8 LIJUI—23y -IT7I9DEE

hdfs-site.xml 7 7 4 W IZ dfs.replication /8T A — ¥ - RET LI &LIZL-T, 7T A
ROV TN r—2ay - 77 7S EBE TS ETH. BEDOT AL FIBRTO7 74012

FHLTORIL TN r—ay - 77282 ERLWEEDPH Y 9, Hadoop Bl TlX, 7—

YOEREBICESVWCL TN r—2ay - 770 ¥ 2R hRE I lTAERbAONEY, 128

AL, AR ECHEBICAATAT— 41, Ay bF—2 EIREN, HFHEEEOEL VT —

YRMENIT VAL BWT =4, - FF—2LIFENE T, Ky P F—F 220 TR,

V7N —=Yay - 77y 0fEE3ICREL, ST VHERFENEAVBRET - PEEE

DENT—F IO TE, VT —2ary - 7728 e/hsl{FrvoBHRAONET,

PUFIE, HDFS D /user/koga 74 V7 b DL TN r—ay - 777 7% 21 Z%ETAHHIT

¥ ¥, HDFS ®/user/koga 74 L7 b JIZT A MHD 7 7 1)V [testfile] AV~ L, Z

DT 7ANDLTNr—2ary - 777 5%MALET,

$ echo "Hello Hadoop 3." > testfile

$ hdfs dfs -rm -f -R /user/koga/*

$ hdfs dfs -put ./testfile /user/koga/

$ hdfs dfs -1s /user/koga/

Found 1 items
-ru-r--r-- 3 koga supergroup 16 2018-04-14 22:55 /user/koga/testfile

T 72 AMED [-ru-r-—-r—-] OHMCHEHTHFL T ) r—ay - 7728 %FLET. B
fE. L7 r—ay - 77 7833 ICHESNTWASE I L) $9, HDFS @ /user/koga
TALZPIOLT)r—=2ay - 77782 8ELET, LT r—Yar-77750
Wi, [hdfs dfs| 3% FIZ [-setrep —-w| A7 a» i #f5L, 0BV T r—2 =
Y777 Y OEEENRE L HDES DT 4 L7 P RIRELF T,

$ hdfs dfs -setrep -w 2 /user/koga
Replication 2 set: /user/koga/testfile
Waiting for /user/koga/testfile ...

153



% 4 % Hadoop 7 724 —DEREE

WARNING: the waiting time may be long for DECREASING the number of replicatioms.
. done

[ T wA T il LTSl RTTAETCHEET AL ERLET, j

HDFES @ /user/koga 74 L' 7 PN IZREESINT WAL 77 1) [testfile] DL T ) r—= 3
AT A & ﬁ’iﬁE%’ELi?o
$ hdfs dfs -1s /user/koga/

Found 1 items
-rw-r--r-- 2 koga supergroup 16 2018-04-04 22:55 /user/koga/testfile

HDFS @ /user/koga 7 1 L' 7 M JIZAFHET H 7 74V [testfile] DL TV r—ar 77
ZEF2WEHN T L,

4-1-9 HDFS 070w I DIRAEHESE

HDFS IZRfFENTWETF—% (7740714 L7 MU &E) &, 70y 2w B2 g
IR CTHEE/ — FiZidgksE ¥, Hadoop Tl, 70 v 7D L 7 A HHE/ — FIZRERS
Nobizw, /= FEEFBELTOIRIOL T h o TF— s 2T 20 TE T,
Fro, BEE S - FEZRL, EEL /- F2amshiud, L7 #aER S E§, Hadoop 7
FAY—OERTIE, COTOy 7L ) AORNEIEBL TB L I EFEETT, —#I,
Hadoop 7 7 A% —I1Z2BW T, L7V HOFIFZ3IDLIZHRELEF T, 74 AZBENFEEL
T—=H—/ = FOF=sTay yikbhb L, Bk, 2OT=5 Il 5L L7 I ORHEL
LEd, lE/— FEEIBSEBIC, BP LV T A EITICR s Twiud, 77— —/ —
FOTF4 APEECHTATO Yy ZIRBEDPSBIH L2 EALTIENTEE T,

70y 7 OWELREET 5H121d, [hdfs dfsadmin| 27 ¥ FIZ, [-metasave| + 73 3 ¥ &1
BL, 70y 7 ORBICET A EREELHETLIOI 77 A VB ERELET,

# hdfs dfsadmin -metasave hdfs-report-0001.log

Created metasave file hdfs-report-0001.log in the log directory of namenode hdf
s://n0121. jpn.linux.hpe.com:9000

047 7 4 )V [hdfs-report-0001.1log] X, YA ¥ —/ — FD$HADOOP_HOME/logs 7 1 L 7 b
VICREgRENE T,
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@ 4-1 Apache Hadoop 3 7 7 X # —(D&EHE

# clush -g nn ". .bash_profile; cat $HADOOP_HOME/logs/hdfs-report-0001.log"
n0121: 40 files and directories, 13 blocks = 53 total filesystem objects

n0121: Live Datanodes: 3

n0121: Dead Datanodes: 0O

n0121: Metasave: Blocks waiting for reconstruction: 0

n0121: Metasave: Blocks currently missing: O

n0121: Mis-replicated blocks that have been postponed:
n0121: Metasave: Blocks being reconstructed: 0

n0121: Metasave: Blocks O waiting deletion from O datanodes.
n0121: Corrupt Blocks:

n0121: Metasave: Number of datanodes: 3

n0121: 10.0.0.122:9866 IN 3219650514944(2.93 TB) 22249472(21

94424320(2.93 TB) 0(0 B) 0(0 B) 100.00% 0(0 B) Sat Apr 14 16:

n0121: 10.0.0.123:9866 IN 3219650514944(2.93 TB) 22249472(21

94424320(2.93 TB) 0(0 B) 0(0 B) 100.00% 0(0 B) Sat Apr 14 16:

n0121: 10.0.0.124:9866 IN 3219650514944(2.93 TB) 22249472(21

94424320(2.93 TB) 0(0 B) 0(0 B) 100.00% 0(0 B) Sat Apr 14 16:

.22
21
.22
21
522,
21

MB) 0.00% 32195
127 JST 2018
MB) 0.00% 32195
127 JST 2018
MB) 0.00% 32195
:28 JST 2018

TFANETFTALY NIOKRKR, A7/ —F, Ty F/—-FouImi, BEEESELC
WH 7Oy ZO, KELTWwWA 7Oy 7%, BHEPOTOy s B EPRRINET, T
K/ — FHEET a1, OS OFMIREEIZINR . Hadoop D4 — E' A (DataNode #—E A) @

KX jps v FTOHEREAL T,

4-1-10 9—h—/—F (DataNode) Mgz

Z ZCl. Apache Hadoop 3 7 7 A% —@&fk %k FEIlhg¥5 2 L&, 7—#—/—F (DataN
ode) ZWHTHAFMEELHBH L F5, FFIE, #%T 5 DataNode L 2B~ ¥ (A MAIE,
n0125. jpn.linux.hpe.com & L £7) (2. BEfF® Hadoop 7 7 A% — & [F] U Linux 4 ¥ A h —

ML, BIFICBITA OS OFFREE T TR THFIHTBR T B,

T OABBIBE TR, EMREFELAEOS A XA —VFMBL, #%/ - FCIx—VERERT. &
B3, Kickstart ® X7 U 7 b EEEMEL . FAFEL AT IERAN RSN ET,

1 W3k 7 — RT3y r — U O, java-1.8.0-openjdk & java-1.8.0-openjdk-devel D1 ¥ A k —)b
2. DNS #— /83— 12 & B BuifR s Wi EIE, &/ — F®D/etc/hosts 7 7 A WITHERE / — F

Bl

3. DNS % —/3— (2 X 2 ZHifFIZ 179 B A 12, DNS H—/3— |23k / — Fo x> b 2380
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% 4 % Hadoop 7 724 —DEREE

4, clush AV Y F2EFTTLZ7 AT M) —Fholid/, — NI LTNAT—- VAL
@ SSH Fefit & i%E (root 74177 > M)

5. 77 'f T v M/ —=F®Dclush 2~ FOFEET 7 A )V /etc/clustershell/groups (J¥8i% / —
F#&i8

6. W/ — FO Linux # — A NWI8T A—%—_ 77477+ —J, SELinux. FH|[EEDRE
7. BEAF O Hadoop 7 5 A % —\ZfffE$ 2 2 —H— L F L UID, GID 2 2—H— %1% /
VAR

8. Hadoop J-— 12, BEfF? Hadoop 7 7 A% —IZHFHET A=W — LR L/NA T — F& {15

9. 7747 b/ — FhoEE — IS LT/NAT = FAN% LO SSH #inx ite (—ik
-4 —H)

10, 7 5 A% — 7 — F®froot/.bash_profile 7 7 1 W x1i% / — FD/root 74 L7 b2~
1. 2 A% —/— FO—fg1—4F — DSHOME/ .bash_profile 7 7 1 W& it/ — F DL —4—
DE—LFL L7 F)IZTE—

HIEE/ —RDF—YRAT 1 AIDT =3IV b

W/ —FOTF—YRF1AZZ 74—y FLETH, ARV —2 3 I AL THFD
Hadoop 7 7 A% —DT A A7 % 74—~y FLTLEIFERLEILT 278, 501E, clush I
7Y FERMEHETICHR S — FICSSHEM L TEELE T WHT A A 70— 7 1 2 a UEK
X7+ =<y MEEXITIBIE, 3, FAPERPI—F—RBZWALTHEELTLZS W, £
3, OBEE/ — FICSSHER L £4,

# ssh n0125-mgm
# hostname
n0125. jpn.linux.hpe.com

# whoami
root

LFOFIET, Wit/ — FVOF— {71 A2 fdev/sdb & 7+ —<v F L, /data 71 L7 |}
NiZwobPLET,

# yum install -y gdisk

# sgdisk -Z /dev/sdb

# reboot
# parted -s /dev/sdb mklabel gpt
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parted -s /dev/sdb -- mkpart primary xfs 1 -1
partprobe /dev/sdb

mkfs.xfs -f -i size=512 /dev/sdbl

mkdir /data

echo ’/dev/sdbl /data xfs defaults 0 0’ >> /etc/fstab
mount /data

H* OHE HE O K

T—FHON—T 4 3 v/dev/sdbl k/data 74 L7 M) IZv y hTEL, i/ —F
THREEL 9,

# hostname
n0125. jpn.linux.hpe.com

# reboot
OS HiE#hfh, /data 74 L7 MUDHENICY 7 Y PERTWAZ 2R LT,

# hostname
n0125. jpn.linux.hpe.com

# df -HT | grep "/data"
/dev/sdbl befis 3.0T 2.7G 3.0T 1% /data

W 185/ — RO HDFS A5 « LI U DIERL

BEFE® DataNode & F o7z M U7 4 L bUMEEL, FUFTEE. -7V — 7, BTEH T,
/data/hadoop/hdfs 74 L' 7 MU EERLE T, 77— FHT A AZD3—F 4 25 »9)¥/data T4
L7 b2y FERTWAZ EHHHRTT,

# hostname
n0125. jpn.linux.hpe.com

# mkdir -p /data/hadoop/hdfs

# chown hdfs:hadoop /data/hadoop/hdfs
# chmod 775 /data/hadoop/hdfs

H Hadoop OF«sLZ MUDIE—

BT, #2947 b/ — FCEEZELET, /opt/hadoop-3.1.0 74 L 7 F LN FF~<T%H
B —Fizav—LEd,
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% 4 % Hadoop 77 XA & —DEREE

# hostname
n0120. jpn.linux.hpe.com

# clush -w n0126 -c /opt/hadoop-3.1.0 --dest=/opt/

B O—#H—/—FOKR FEDES

gk 7 — RO R A b4 % $HADOOP_HOME/etc/hadoop/workers 7 7 £ WiZiBat L, &/ — K22
E‘—' L i -a_o

# hostname
n0120. jpn.linux.hpe.com

# . /root/.bash_profile
# echo $HADOOP_HOME
/opt/hadoop-3.1.0

# cat $HADOOP_HOME/etc/hadoop/workers
n0122. jpn.linux.hpe.com
n0123. jpn.linux.hpe.com
n0124. jpn.linux.hpe.com

# echo "n0125.jpn.linux.hpe.com" >> $HADOOP_HOME/etc/hadoop/workers
# cat $HADOOP_HOME/etc/hadoop/workers

n0122. jpn.linux.hpe.com

n0123. jpn.linux.hpe.com

n0124. jpn.linux.hpe.com

n0125. jpn.linux.hpe.com

# clush -a -¢ \
$HADOOP_HOME/etc/hadoop/workers --dest=$HADOOP_HOME/etc/hadoop/

H iE:% ./ — FOEITF Hadoop 25 A 7 —~DE ]

W5k / — F% Hadoop 7 7 A% —I2&ZIMEEFE T, Wik / — Flcu 74 L, ¥—ERA%EE
L9,

# clush -w n0125 ". $HOME/.bash_profile; which hdfs"
n0125: /opt/hadoop-3.1.0/bin/hdfs
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# clush -w n0125 ". $HOME/.bash_profile; hdfs --daemon start datanode"

# clush -w n0125 "jps | grep -v Jps"

n0125: 1284 DataNode

1% L 7> DataNode / — FIZ DataNode % — E A IZT 2R =T = whru 7ol L
9,

# clush -w n0125 \

". $HOME/.bash_profile; less $HADOOP_HOME/logs/hadoop-*-datanode—*.log" \
| less

= DE T, 15k — KA DataNode & LC Hadoop 7 7 A% —IZBML T a0 2 MERAL 9,
UToHITIE, 3 ./— F® Hadoop 7 7 A % —|ZHiix / — F n0125.jpn.linux.hpe.com 7% 1 F3iEf &
L. A&l 4 59 DataNode T Hadoop 7 7 A ¥ — SR I N TV A Z L isbh ) 4,

# hdfs dfsadmin -report |egrep ’Live|Name’

Live datanodes (4):

Name: 10.0.0.122:9866 (n0122.jpn.linux.hpe.com)
Name: 10.0.0.123:9866 (n0123.jpn.linux.hpe.com)
Name: 10.0.0.124:9866 (n0124.jpn.linux.hpe.com)
Name: 10.0.0.125:9866 (n0125.jpn.linux.hpe.com)

JKIZ. NodeMamager ' — E A% EEE) L ¥,

# clush -w n0125 ". $HOME/.bash_profile; yarn --daemon start nodemanager"
# clush -w n0125 "jps | grep -v Jps"

n0125: 1284 DataNode

n0125: 1439 NodeManager

Wik / — F® NodeManager ' — Y AT 2L 7 =22 whra 722 L3,

# clush -w n0125 \
". $HOME/.bash_profile; less $HADOOP_HOME/logs/hadoop—*-nodemanager*.log" | less

W 77U -2 3OS

HE% / — FIZ8 T DataNode ¥ — E A & NodeManager H— Y ADSEF L7726, Er 7 A1
Yial—Ya IZLAHEEOEIMEE RS T 7 AR FEFL, M - VEELE T -
11—/ — FCTCPURMAEL RANE) LR L T{EE v,
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% 4 % Hadoop 7 724 —DEREE

# hostname
n0120. jpn.linux.hpe.com

# su - koga
$ which hadoop
/opt/hadoop-3.1.0/bin/hadoop

$ hadoop jar \
/opt/hadoop-3.1.0/share/hadoop/mapreduce/\
hadoop-mapreduce-examples-3.1.0.jar pi 8 10000

Job Finished in 19.404 seconds
Estimated value of Pi is 3.14145000000000000000

Column XX FFMVRETCPURTEET S IRRTH Y —IL

Hadoop 7 7 A% —O7 7)) r—3 a »OWMERMGETIZ, &7 —7—/—FOCPURRAE)
o TEHELTwahEIPOF 2y 72T LS RLIHYV EFEA, VNCE2—T—
HEDTAZ by 7 GUIZFRTELERD R, AR Y FIA VY DRPFRTELY—3IF
VW eZ3Ialb—% V7 b7 THERMoT, w25 Hadoop 2 7AY —% Ay 7F v A
LTwaHifid. av vy F5A4 VCHEMNS / — FOAMEMRA L WEETH Y $3.

Linux Tld, YA72H8MERZ2a< Y FI34 Oy —ELTtop I~ FAHY TTA
top I¥ ¥ FX ) LBUEMIC CPUR AT OFMfEH Y T 7 THELTE % htop AX ¥ F%dH
NEF, ATV FIAVDOAORETLHT S 7 THRETE L0, BAZBTTOHLIT,
htop 2% >~ Fi, CentOS BN, ffifA IR S FMN R L 45 / — FIZEPEL Y
EYFUEBML, yum 2= > FTA ¥ A b= VITETY,

# clush -g cl,all "yum makecache fast && yum install -y epel-release"
# clush -g cl,all "yum install -y htop"
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& 4-1 TlX, Windows D% —3IF N - 3Ial—% -V 7 b7 Tulilildsd CPU DS
I7DT—Hh— /=KL, 7—A—/—=FDa< s F74 »5 htop ZkEFL, 827
@ CPU a2y 7 7 TR LTI T,

4-1-11 9—h—/—F (DataNode) O&lH

HEDAYTF U AREHE L o727 — N — /) — Fid, B+ Hadoop 7 7 A & — 75 #EiL &
HHLENHY T4, Hadoop 7 T AFT —I12BWTC, T—F—/— F#HB 2€ 5121, T—F—
/ — F® DataNode % — ¥ A B X Uf NameNode — ¥ A # R ICT A UHEAVE T, = DER
AN, —ICFAI vy a g ET, LT TR, 7—%—/—F (DataNode % —
YA & NameNode ' — EADRETE2HRAN) 2733 v a3 ¥ SEAFEEMNMLE T,

B NS A—5—DHER

T—=Hh—/—FDO7F3a3I vy 3 2ld hdfs-site.xml 7 7 1 ) & yarn-site.xml 7 7 4 VI
W LiznwT =G — /= FORA M %REh$ 57 7 A VDT SR TIRE SN TV ALEDD
W¥E4, &7 FA%—/— FDhdfs-site.xml 7 7 1 WD /T 4 — % — [dfs.hosts.exclude]

&, yarn-site.xml 7 7 1 WND¥7 A — ¥ — [yarn.resourcemanager.nodes.exclude-path|
PHETICRESNTVL LM LE T,

# hostname
n0120. jpn.linux.hpe.com

# clush -g cl,all -L \

". $HOME/.bash_profile; grep -A 1 ’dfs.hosts.exclude’ \
$HADDOP_HOME/etc/hadoop/hdfs-site.xml"

n0120: <name>dfs.hosts.exclude</name>

n0120:  <value>/opt/hadoop-3.1.0/etc/hadoop/dfs.exclude</value>

# clush -g cl,all -L \

". $HOME/.bash_profile; grep -A 1 ’exclude-path’ \
$HADOOP_HOME/etc/hadoop/yarn-site.xml"

n0120: <name>yarn.resourcemanager.nodes.exclude-path</name>
n0120: <value>/opt/hadoop-3.1.0/etc/hadoop/yarn.exclude</value>

161



% 4 % Hadoop 7 724 —DEREE
Ml DataNode ®F1=Xwv¥ 3V

NameNode (4-R1D#54-1d, n0121.jpn.linux.hpe.com) ¢ $HADOOP_CONF_DIR/dfs.exclude 7 7 1
[ZAF 1R & 720> DataNode DR A P &R L 4, 4ENE, 77— — /— F® n0125.jpn.linux.hpe.
com 733 varyLET, H{ED DaaNode £ 73 3 v 23 ¥ AHEIL, dfs.exclude 7 7
ANAISER M EHEEATICD 2> TRl L £97 LU Id, NameNode @ dfs.exclude 7 7 A )
12 n0125.jpn.linux.hpe.com %z FCik 9 5 F T4,

# clush -g nn \

". $HOME/.bash_profile; \

cat > $HADOOP_CONF_DIR/dfs.exclude << __EOF__
n0125. jpn.linux.hpe.com

__EOF__"

dfs.exclude 7 7 A VW OFER A HER L 3,

# clush -g nn \
". $HOME/.bash_profile; cat $HADOOP_CONF_DIR/dfs.exclude"

n0121: n0125. jpn.linux.hpe.com

dfs.exclude 7 7 A WIZTT —H—/ — FDORAMAITEBRENTWAE Z EDRERTE 26
DataNode 4 — VY AD K@+ 27 —H—/—FOFa I v 3 VB ZREL I T,

# hdfs dfsadmin -refreshNodes
Refresh nodes successful

J,

=Y RO 5 &, DataNode F—E AP L T b7 —h—/—FOFaIvra s
PG EE ¥,
B 71 vy ayEomE:s?

dfs.exclude TIREL/ZT —A—/ — FOREZHELL I,

# hdfs dfsadmin -report | grep -B 1 Decommission
Hostname: n0125.jpn.linux.hpe.com

Decommission Status : Decommission in progress

ERED X 912, dfs.exclude TIHE L7V —#H— / — FIZBWT [Decommission in progress |
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DFRENTWILLE, DataNode D7 3 v ¥ 3 VILHDPHEITH T, LIES CEMPEHET S L.

[Decommission in progressJ #%. [Decommissioned| 2% h £,

# hdfs dfsadmin -report | grep -B 1 Decommission

Hostname: n0125.jpn.linux.hpe.com
Decommission Status : Decommissioned

[Decommissioned | (27 #1E, DataNode ' — VE AIZ L TE, 23 v a3 LT LI-DOT,

DataNode H— ¥ A # &L &8¢ F 4,

# clush -w n0125-mgm \
’. $HOME/.bash_profile; hdfs --daemon stop datanode’

ZOWET, Y—Hh—/— FL® DaaNode ' — Y ADF2 3 v ¥ 3 »%¢ [ L., DataNode *—
VADARIEIE L F L7225, NodeManager H—E AlX, 723 v ¥ aryEhTuiuwiillEgEEmL

TLPZE, BEIZBWT, Y—H7—/—Fn0125 THEELTWwAY—YA&ME LT T,

# clush -w n0125 jps
n0125-mgm: 8503 NodeManager
n0125-mgm: 8879 Jps

A Note DataNode DHEHE®E

%1k L 7= DataNode % MO RMLT 51213, dfs.exclude 7 7 A VDN FEK ) — FOdik%
HIER L. hdfs dfsadmin 2% ¥ FT DataNode Z## L 3

ssh n0121-mgm

vi $HADOOP_CONF_DIR/dfs.exclude <+ MEZHLL 7>/ — FOARA b4 otk % bk

hdfs dfsadmin -refreshNodes

exit

clush -w n0125-mgm ". $HOME/.bash_profile; hdfs --daemon start datanode"

# H # B M
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% 4 % Hadoop 7 724 —DEREE
H NodeManager ®F1=v< 3y

DataNode " — ¥ A2 D45 |- A & [F#£1Z, NameNode ¢ $HADOOP_CONF_DIR/yarn.exclude 7 7
A JVIZ NodeManager D75 A b %% §lik L, NodeManager ' — Y AARRME T 57 —H—/— FE& 72 3
v a3 L%, Hadoop 7 7 A% — i HEEL S ¥ 57— % —/— F [n0125. jpn.linux.hpe. com |
% yarn.exclude 7 7 f WIZRLB L £ 97,

# hostname
n0120. jpn.linux.hpe.com

# clush -g nn \
". $HOME/.bash_profile; \
cat > $HADOOP_CONF_DIR/yarn.exclude << __EOF__

n0125. jpn.linux.hpe.com
__EOF__"

NameNode > $HADOOP_CONF_DIR/yarn.exclude 7 7 { VDM Z AL £ T,

# clush -g nn \
". $HOME/.bash_profile; cat $HADOOP_CONF_DIR/yarn.exclude"
n0121: n0125. jpn.linux.hpe.com

yarn.exclude 7 7 A W T —H— /7 — FFRA MEIGLIR ST 5 2 L HHERTE 7256, Node
Manager " — E ADHifli ¢ 27 —H—/—FeFa3ivyraryLEd,

# yarn rmadmin -refreshNodes

av Y FABET A &, NodeManager M — EADHE L TWAT—h—/—FOFa3Ivia
AR ST T,
B NodeManager QLR DTSR

yarn.exclude TIREL /=T — 1 —/ — FOREZHREL 7,

# yarn node -list

n0123. jpn.linux.hpe.com:42455  RUNNING n0123.jpn.linux.hpe.com:8042 ...
n0122. jpn.linux.hpe.com:37854  RUNNING n0122.jpn.linux.hpe.com:8042 ...
n0124. jpn.linux.hpe.com:39522  RUNNING n0124.jpn.linux.hpe.com:8042 ...

FRLD & 912, yarn. exclude TIEE L7277 — 41—/ — F (4008413, n0125.jpn.linux.hpe.com)
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HFR SN UL, NodeManager ¥ — Y AARBIHT 27— — /- FOFII v ra Vw7
T¥o ZOSEC, RIEEIZ NodeManager ' —E AL LET, V—F—/— FOY - ADIK
MEMHEELET T,

# clush -w n0125-mgm jps
n0125-mgm: 6313 Jps

LI EC, DataNode £ & UF, NodeManager i 5 (283 % #ER{LASE T L, 7— % — /7 — F#% Hadoop
7IAF—rbY DT I EHFTEI LA,

A Note NodeManager DEHENE

AL L 72 NodeManager % TR ONE AL 3 51214, yarn.exclude 7 7 4 VDY 7/ — FOGL
Wb &Ik L. yarn I ¥ ¥ FT NodeManager % #2l) L £ 3

ssh n0121-mgm

vi $HADOOP_CONF_DIR/yarn.exclude <+ MEZMLL72/— FoFkA b A oicah 2k

exit

yarn rmadmin -refreshNodes

clush -w n0125-mgm ". $HOME/.bash_profile; yarn --daemon start nodemanager"

£

4-1-12 HDFS OBI\S VA

FLWI—H— /= FaBEmdsE, BMLAT—H—/— FEBEAED Hadoop 7 5 XA ¥ — |28
\J57—%—/— Fif® HDFS Offi ik & LZd N $ ¥, Hadoop 7 7 A ¥ —Tld, 7 —
A=/ —FE@MLTh, BN/ — FEEEAF/ — FEFCHEINYIC HDFS Off D=L 2 2
Elzdh Y FHA, TO/, HDFS DFNT v A, EHENSTE T I LEFH D T3,

Alallx, 7 —%—/— F® n0125,jpnlinux.hpecom ZiBIL, T—HF— /= FA5sHIZk o7
Hadoop 7 7 A % —® HDFS DE/NT » A%fTwET, £41E, BN 7 AHi0 HDFS O 4%
WL TBEET,

# hostname
n0120. jpn.linux.hpe.com

# hdfs dfsadmin -report | grep "DFS Usedi"
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DFS Used%: 18.00%
DFS Used%: 23.96%
DFS Used%: 23.96%
DFS Used%: 23.96%
DFS Used?: 0.04%

FREL Y, BINL7A7—%—/—F (n0125jpn.linuxhpe.com) (&, 7 —H— 2 — FEEIZH
T, HDFS OFHRAWEM I{RVIREIC AR > Tw A I Edhh ) F4, TR, EBRICENT ~
A %AWV F THT, Apache Hadoop Tld, HDFS Off/NT ¥ ADEIZ, T—A—/— FElo7Tay 7
BHOFHELRETSE T3, 401, WFHEL IGB/ICHRELT T,

# hdfs dfsadmin -setBalancerBandwidth 1073741824
Balancer bandwidth is set to 1073741824

HDFS O /N7 ¥ A% frvE9,
# hdfs balancer -threshold 5

Fioss, £7—h—/—FOT4 A7HENRY T A —ERKOFE 71 ZA7ffiHEO+
58—t ¥ FOHET, FHEORVWT - —/ — FeoAEORVT—— /= Fiz7ay
IHBELET,

4-1-13 1 L4 Yvy=—0=F1207

1 FETH 7L 9|2, Apache Hadoop3 25 A L 4 ¥ —a—71 7 (LLF EC) A% K —
FERTWET, UTTIE, HEOT+ L7 PICHLTEC 2% ELE T,

B RYY—D—EBERT
%4°. HDFS CIEft &N A ECICHT AR P —D—E2 KR LEFT, ECORY ¥ —D—E%
FRT AHI2IE, [hdfs ec] T< ¥ FIC [-1listPolicies| 7 v 3 V&5 L TETLET,

# hostname
n0120. jpn.linux.hpe.com

# hdfs ec -listPolicies

Erasure Coding Policies:
ErasureCodingPolicy=[Name=RS-10-4-1024k, ... , State=DISABLED
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ErasureCodingPolicy=[Name=RS-3-2-1024k, ... , State=DISABLED
ErasureCodingPolicy=[Name=RS-6-3-1024k, ... , State=ENABLED
ErasureCodingPolicy=[Name=RS-LEGACY-6-3-1024k, ... , State=DISABLED
ErasureCodingPolicy=[Name=X0R-2-1-1024k, ... , State=DISABLED

7 4 NV b Tld, &) ¥ — [R8-6-3-1024k | ASENABLED |25 o TWE T, DR ¥ —id, 7—
YHIZ6 B, YT 1 HIZ3 B, 8Ef9B0T—Hh— /) — FARKLETT, 40, F— %8
3E, ST 14 H 28 THTE 58 v — [Rs-3-2-1024k | ZfivE 3,

RV —0BE
R ¥ — [RS-3-2-1024k | IZHRERLELR SHOT —H—/ — FoSHadoop 7 7A Y — & LT
BEILTWBE I EHHERTELS, FY —% ENABLED [ZEH L 7,

# hdfs ec -enablePolicy -policy RS-3-2-1024k
Erasure coding policy RS-3-2-1024k is enabled

# hdfs ec -listPolicies
Erasure Coding Policies:

ErasureCodingPolicy=[Name=RS-10-4-1024k, ... , State=DISABLED
ErasureCodingPolicy=[Name=RS-3-2-1024k, ... , State=ENABLED
ErasureCodingPolicy=[Name=RS-6-3-1024k, ... , State=ENABLED
ErasureCodingPolicy=[Name=RS-LEGACY-6-3-1024k, ... , State=DISABLED
ErasureCodingPolicy=[Name=X0R-2-1-1024k, ... , State=DISABLED

H RV Y—0DiEH
HDFS [2/ec01 71 L 7 M) #{Epi L, K 7 — [RS-3-2-1024k] ##MH L 7,

# hdfs dfs -mkdir /ecO1
# hdfs ec -setPolicy -path /ec01 -policy RS-3-2-1024k
Set erasure coding policy RS-3-2-1024k on /ecO1

HDFS ?/ec01 74 L 7 F 2K 3 — [RS-3-2-1024k | PEH SN TV E 2% HERL T,

# hdfs ec -getPolicy -path /ecO1
RS-3-2-1024k

167



% 4 % Hadoop 7 724 —DEREE

B JOv 75— 0

o

ES

168

HDFS F?D/ec0l 4 L7 FJIZF A MHD 7 7 4 )V [file2GB| % XAARFE T,

# dd if=/dev/zero of=3HOME/file2GB bs=1024M count=2
# hdfs dfs -put $HOME/file2GB /ec01/

ECHO70y 7 ZV—F 2T A EREERLE T,

# hdfs fsck / | grep -A 15 "Erasure Coded Block Groups"

Connecting to namenode via http://n0121.jpn.linux.hpe.com:9870/fsck?ugi=koga&pa
th=Y,2F

Erasure Coded Block Groups:

Total size: 2147483648 B

Total files: 1

Total block groups (validated): 6 (avg. block group size 357913941 B)
Minimally erasure-coded block groups: 6 (100.0 %)
Over-erasure-coded block groups: 0 (0.0 %
Under-erasure-coded block groups: 0 (0.0 %)
Unsatisfactory placement block groups: 0 (0.0 %)
Average block group size: 5.0

Missing block groups: 0

Corrupt block groups: 0

Missing internal blocks: 0 (0.0 %)

FSCK ended at Mon Jan 15 02:57:54 JST 2018 in 763 milliseconds

The filesystem under path ’/’ is HEALTHY

[Total block groups (validated):] DA 5., & L7275 — 4% [file26B] (E. 6D 7
T TN =T ENTVWAE I &b 7,
R —DWEHERET A121%, [hdfs ec] I¥ ¥ FIZ [-unsetPolicy| &+ 7 3 ¥ &5 L
—é_o

# hdfs ec -unsetPolicy -path /ecO1
Unset erasure coding policy from /ecO1
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4-1-14 HOFS D7 7AW ATLF I VY

HDFS iZ, A LA VY —a=F14 7%, LTV r—2arizln7 74 VOREREN D
E9H, TAATEES, ALHPOEHIZIY, Ty ZIIKESRO, o BA T, GUIE
HEHIICRIE7 Oy 7 ST AR SN TS, B4-21F, A5 —/— FD 9870 F AR —
FCHRAEE A GUI HHHE R TR SN T WA, HDFS ORI 7T » 7 (2T 5 HEHOFITY,

€)@ hpe.com 3 Ta 4 a0

Hadoop = Gveniew  Datanodes  Datanode VolumeFallures  Snapshot  StartupProgress  Utililes -

X 4-2 HDFSM&IB7Ov 7ICET 31558

HDFS LICREENTWAE 7Oy ZHARADDINEINE T 74V T EICHERT A121F, L
ToXHIZ, hdfs fsck A7 FEADLET,

# hostname
n0120. jpn.linux.hpe.com

# hdfs fsck / -files -blocks > /tmp/hdfs_status0001.log
# grep MISSING /tmp/hdfs_status0001.log

/dir01/file01 10485760 bytes, replicated: replication=3, 1 block(s): MISSING 1
blocks of total size 10485760 B

MISSING BLOCKS: 5
MISSING SIZE: 10966610 B

[Missing blocks] DEA 1 VL LEO¥4&1L, HDFS LICRE L7727 7 4 M O—EHHAAAR T
EHRVREELCZ > TV AIRMENH N £, Ll Sirddh{ho727 74 NME, DT 7
AN == EPBIEER T 7ANEIE—F 55 EOBIABEFLEIC R 3, HHkD
Ll ol7 7 A VEHIBRLTBEEET,
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# hdfs fsck / -delete

LIFS L LTHS, HE, HDFS IZBMHENTwWA 7 74 VO 70y 7 REZER LT T,

# hdfs fsck / -files -blocks > /tmp/hdfs_status0002.log
# grep Missing /tmp/hdfs_status0002.log

Missing blocks: 0
Missing replicas: 0 (0.0 %
Missing block groups: 0
Missing internal blocks: 0

[Missing blocks| #°0 Th L, HDFS IZKE 7T v 7 AFTEL v BT E £9, KIS
Whi-7ay 73w bHERLTBE T,

# hdfs fsck -list-corruptfileblocks

The filesystem under path ’/’ has O CORRUPT files

[The filesystem under path ’/’ has O CORRUPT files] & F/RSMiLiE, HDFS (ZHEIL7>
70y 7 BFEL BV EHIFTE 9, &k#EIC, HDFS QIREEMHERRL £,

# hdfs fsck / -blocks -files | tail -1

The filesystem under path ’/’ is HEALTHY

4-1-15 HDFS [CBIFdA L —JBERE(E

—HEiz, BAOBEIZEST, TS REFOT VR AEESER LI T, LT 52 AT,
HHIE, EFESNTHDL ZWVEIT, HBICT 7 EASNAEMIZHN T, BT/ EAS
NLF—FE, hy bF—REMPENTT, LAL, BoAML EEBT 2 &, 727 2 2 EE >G4

ETFTLTWwEET, Ry FF—FIZHRT, 772 AHENENI LB R o727 — 71T,
DA —LTF—REIN, BHOARETAL, TS HHEEISLIETL, BLALET 2 E
ALl b TF—FHFHETEET,

Hadoop 7 7 A% — CTEWHERE AT 23121, SSD 2 EOFEHA M L — V% Kl iud
EHTEFTTN, OHEEI D S0, RONLTFHTA L —VoFIHMEREFED LD
I3, £ LTHHBMNZMTRERD SATA 71 A7 R EhHAEDEALENHY T3, 72k
X, BEEET AW, HEIZT 7 AT Ak y P F—F 13, SSD % L O Edi SR T 1
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A7 BICREL, FRIZEEEICT 72 ARG L2V 00, @EOFHEETRRT LY+ — 24
T=FE, SATATA A7 R EIRELET. TN T 7 AL ol va— L F7F—%
i, SO SATA T4 AZIZT = A A THELTREL B L wo RFHBENEZONE T,
COEIBT—5OT 7L AMEIL LT, HEORLED 714 A7 OMfVaTiE, —fICX L —
T ORERB(L L ITIEN £ 9 (F 4-3), Hadoop Tld, ¥ T A% —WIZA N L — VG % MEdE-> 2
EHTE, F—r2OFIHMEEICIE LA ML —VRBICF-y 70y 7 R EETAEEEEHATY

9,
THER 53
SABEIET TR
Gl

- } [w—w—a

=
. a—LRT—4%
SUTVAIE, FAAVIZEER 12LVAl. F4RI-BRL. ( SLTUHIE, TP T RR

By, F-ATICRR

Hadoop#5 25—

4-3 Hadoop 613X b — P OREEL

B AML—IF51T

Hadoop T3, A ML — Y OMBILZEHT HIIY-0T, A L= 21TEZANL—TRKY
=WV 2 ODOWENFIELE T, AL —Y ¥ AT, FAASHURTHELELOT, &
4-2 \ZRT 4ODHFAEL T T,

F4-2 A L= 247

AbL—T2A4F iR

DISK HDFS CHiH SNLBHEDT 1 A7 X—=AA P L=

ARCHIVE HEVFH SN GLWT— Y 2T BT —HATT 4 AZNX—AD
AML—=%

SSD GRIET 7 VMO T =5 &M TH5 77 v vaA b=

RAM_DISK WA EY) LIRS EAL Y AT A L=
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% 4 % Hadoop 7 724 —DEREE

INHDAML—Y % A 7L, hdfs-site.xml 7 7 £ IWAIZBIT 5 DataNode 17 17 L &7 k)%
ADEIAFIN T 5725 7L LCRE L ET (FR4-3)o AZFTIE, A ML= % 4 75 [DISK
ICHREESNTA ML —YEEZDISK 21 7O ML —YEF 7213 [DISKE] £IF°F 4,

F4-3 R bL—T a1 TDEdkAE

AbL—=a14T T4 L7 hUDAI hdfs-site.xml 7 7 1 JLA T D ECR ]
DISK /data/disk01 [DISK]file:///data/diskO1

AML=VFATOMHTr—2130nas0na5 )34, SITI2H028FTHEEd, 2k
Z ¥, DataNode | 120TB DHEA M L — i E N TW A 100 / — FO Hadoop 7 7 A % — S
HFHETAHELET, D Hadoop 7 T AY—DA N L—VEEIE, LTDEBYTY,

120TB X 100 = 12000TB = 12PB

12PB DF 4 A7 fHIZIE, AP L=V %A 7L LTDISK 2% EF L THEF ¥, Z Hadoop
7 I AE =2 LT, E5I12120TB DA b L — VA45# 272 DataNode % 50 & (A b L —
THRIE, 120TB X 50=6PB) BINL7z& LE$, 20 50 A% DataNode Tid, PUHT 1 A7 D
AMVL—U% A 7% ARCHIVE IZEE L3, 4L D, 1 20 Hadoop 7 7 A ¥ —NIZ 12PB
DDISK # 41 7OA ML —V L 6PB D ARCHIVE # 4 7O A ML —VEBARETEE T,

B ArL=IKRYY—

ALL=YR) =3, RA-4TRT 6 TEIHFAELEY . BICTF— 5y OFIRHEICL - T,
L) B OBWGTTE RD £ 3o

FKa4-4 AbL—=TFY—

K1) —DOIEFE SHAR

HOT 1%kd%®ﬁhfﬁmoﬁyb77kz§né7nxﬁm s 7Y
#1%, DISK &I X3

COLD ﬁmmwwﬁ< 2 o7 F— 41k, HOT A L — Y75 COLD & F L —

SR ESNE, HEICT 72 ASh AL o700y 204V 7
ﬁu\AMMWEEKﬁﬁéh%

WARM beﬁ@w(o#@DBK@K%Méﬂ“ﬁnwaUﬁ@AMHWE
HIZHE S B
All_SSD L 7)) A SSD kg I S
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One_SSD LoDV 7Y HiE, SSDRBIZHEM S, Y DL 7Y Fid DISK &I
s hs
Lazy_Persist H—p L) puio7ay 7k, AEVIHMEND, L7 HiL,

I RAM_DISK &2 S, Zdf%, DISK EIZH s s

B HDFS O FL—URE(LDEREFIE

LUFTld, HDFS DA + L — VREBILORETFIRZMa L E 3. 4RIE, @FEFIHAT % DISK &
& ARCHIVE Jg #{EB L, DISK #1285 710 v 7 % ARCHIVE J& |Z BB S € 46T, &/ —F
? hdfs-site.xml 7 7 A VEMHET L 728, 4 DataNode 1 — Y A &= L L F 7,

# hostname
n0120. jpn.linux.hpe.com

# clush -g dn ’. $HOME/.bash_profile; hdfs --daemon stop datanode’

B hdfs-site.xml 7 7 1 ILEFE

hdfs-site.xml 7 7 1/ V& iHET AHIZ, hdfs-site.xml 77 A NDNw 2T v T ES5TH
2ET,
# cp —a \

$HADDOP_HOME/etc/hadoop/hdfs-site.xml \
$HADOOP_HOME/etc/hadoop/hdfs-site.xml.bak

hdfs-site.xml 7 7 4 WD /¥F A — % — [dfs.datanode.data.dir] |2 DISK % 4 7 & ARCHI
VEZ A 7%IBE LT T DISKA M=% A4 T7OE41E, HDFSHTF 1 L7 ) D7 WIS A%
ORI [DISK] #1§5 L, ARCHIVE X b L — ¥ % 4 7O#41E, [ARCHIVE] #f+5:- L 7,

# vi $HADOOP_HOME/etc/hadoop/hdfs-site.xml

<property>
<name>dfs.datanode.data.dir</name>
<value>[DISK]file:///data/hadoop/hdfs/dn, [ARCHIVE]file:///cold/dn</value>
</property>
<property>
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% 4 % Hadoop 77 XA & —DEREE

LREOFITIE, J—H—/— FOHDFS H® 7 1 L 7 b ' /data/hadoop/hdfs/dn - DISK %
ML=V H A4 7%IEEL, fcold/dn T4 L7 M) % ARCHIVE A b L=V % f FIHEL TV F
9, hdfs-site.xml 77 A VEHRELLSH, @V —H—/—FiIca¥—-LFT,

# clush -a -c \

$HADOOP_HOME/etc/hadoop/hdfs-site.xml \
—-dest=$HADOOP_HOME/etc/hadoop/

Bl ARCHIVE [E®D HDFS 7 « L bV DERE

ARCHIVE A P L—3 % £ FIZHE LTz /cold 4 L 7 ) R{ER L, FiA#& % hdfs, FiH S
)V — 7% hadoop, /cold 74 L7 PUDT 7L AERE 775 1IZFREL T,
# clush -g dn "rm -rf /cold; mkdir /cold"

# clush -g dn "chown hdfs:hadoop /cold"
# clush -g dn "chmod 775 /cold"

Bl DataNode O#ZH)

hdfs-site.xml 7 7 1 L &% L. ARCHIVE @ ® HDFS Hl 71 L 7 b ) DMER T & 72D T,
DataNode ¥ — E A & FHil2gh L 3,

# clush -g dn ’. $HOME/.bash_profile; hdfs --daemon stop datanode’
# clush -g dn ’. $HOME/.bash_profile; hdfs --daemon start datanode’

Z OFEE T, DataNode 4— ¥ AHSEE)T & o WA (X, hdfs-site.xml 77 1 W DI8F A —
¥ —DORETHREL TS,

B 2 =Y RUY—ORTE
FIRTREA A b L — VR ¥ — &R L T,

# hdfs storagepolicies -listPolicies

Block Storage Policies:
BlockStoragePolicy{COLD:2, storageTypes=[ARCHIVE],
BlockStoragePolicy{WARM:5, storageTypes=[DISK, ARCHIVE],
BlockStoragePolicy{HOT:7, storageTypes=[DISK],
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BlockStoragePolicy{ONE_SSD:10, storageTypes=[SSD, DISK],
BlockStoragePolicy{ALL_SSD:12, storageTypes=[SSD],
BlockStoragePolicy{LAZY_PERSIST:15, storageTypes=[RAM_DISK, DISK], ...

B 7—-hA14TRADF LI FUDIERET 7 1 ILDIEH

HDFS 127 =4 f 7®/archive0l 74 Lo M) &L, APL—YRYI—FT—h17
H&® [coLp] 123%%E L £ 9, HDFS @ /archive0l 74 L7 P UIZIE, TAMHDO7 7 1 VEE%
a¥—-LEd, M3, #7747 F/— FD/usr/share/doc T4 L' 7 Y LLF CHMOKE
» [.ipgl THRLBEZ77 A NVERFLET,

# hdfs dfs -mkdir /archiveOl
# find /usr/share -name "*.jpg" | xargs -I{} hdfs dfs -put -f {} /archive01/

H REDOX FL—YRY —0DFEER
HDFS @ /archive0l ¥4 L Z FUDAFL—UE) S — %R L TBE T,

# hdfs storagepolicies -getStoragePolicy -path /archiveO1
The storage policy of /archiveOl is unspecified

BRI, FLAML VR V=R E SN T RWZ Eib,) 7,

B A bL—YRY —DRE LR

HDFS @ /archive0l 74 L' 7 It LT, 7T—HA 7HEEZERTILIA ML —=VE) T —0D
[cowp| #aELET,

# hdfs storagepolicies -setStoragePolicy -path /archive0l -policy COLD
Set storage policy COLD on /archive0O1l

HDFS @ /archive01 74 L7 P DA N L —UHFY =27 [coLd] [ZEH STV 5 D% Tl
Ligts

# hdfs storagepolicies -getStoragePolicy -path /archiveO1
The storage policy of /archiveO1l:
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% 4 % Hadoop 7 724 —DEREE

BlockStoragePolicy{COLD:2, storageTypes=[ARCHIVE], ...

H JOvooREE

MELEFHLVAML—=VR) = 12HIR LTI ATHOFT 1 A7 270y 7= Bijs¢
9,

# hdfs mover -p /archiveO1

Mover Successful: all blocks satisfy the specified storage policy. Exiting...
Apr 7, 2018 3:44:28 AM Mover took lmins, 6sec

hdfs mover & EMIMIZHEIT L, HDFS DHFE7 4 L 7 PG LAz A ML — PR ¥ — |2k
TWTC, A=V I TFTDF 1 A L2707 5 BT T2 ENBETT, HEVFAMALE
WF— %13, COLD F) V=% 5 LAZHDESDF 1 L7 M JIZEEL, 70y 7 2 BES¥T
BLZEEBEOLET,

4-1-16 Apache Hadoop 3 [CBIFREIEIV Y Rl

Apache Hadoop Tl3, HBHEMIIO a~v ¥ FRa—HF—2FHlT2a~v > Fh b, EFIZEL
OEHI~Y FPRHESHTOEY, MAOHEL, AETIXTZMEETL LI TEIEA
25 LTFCE, EREETHMENS, Fha~ 2 FOMfz LD THET T, SHEER
THEITTAHAIE, I FTar 7 e [#] TEL, — 2 —F—TEFTTLHEE, a~<>
Frar7hE [$] TELET,
f5l) —Mg1—H—HDF 1 L 7 b Uuserkoga & HDFS EIZTERL

# hdfs dfs -mkdir -p /user/koga; hdfs dfs -chown -R koga:supergroup /user/koga
) echo A% > RTHEELAXFIDTF X OH EE T testlile £ HDFS EICTERL

$ echo "Hello Hadoop 3." | hdfs dfs -put -f - /user/koga/testfile

f5l) echo 3> FTI|ELAXFFIDT* X b %& HDFS £ testiile (23852
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echo "Hello Bigdata." | hdfs dfs -appendToFile - /user/koga/testfile
A—HAID7 7 1) [testfile] % HDFS Mjuserkoga >« L7 b)IZaE—

echo "Hello." > ./testfile && hdfs dfs -put -f ./testfile /user/koga/

fil) HDFS EIZ7 7 1 )b [testlile] #TFFET hid. hE %3
$ hdfs dfs -test -f /user/koga/testfile &% hdfs dfs -cat /user/koga/testfile
f5l) HOFS ®F ¢ L7 k/juserkoga IFDH T F 1 L7 ) b ED THRIICRE £ 73
$ hdfs dfs -1s -R /user/koga/
drwxr-xr-x - koga supergroup 0 2018-02-20 09:42 /user/koga/dirO1
-rw-r--r-- 3 koga supergroup 7 2018-02-20 09:42 /user/koga/dir01/file01
-rw-r--r-- 3 koga supergroup 9 2018-02-20 09:35 /user/koga/testfile

1)

$

1)

1)

)

)

&

R=:3

HDFS ICRE S h TW3 7 71 )L [testfile] DEIfE

hdfs dfs -rm /user/koga/testfile

HDFS E®F s Lo k1) [/user/koga/dirdl] LI # BIRe9(CEIRE
hdfs dfs -rm -r /user/koga/dir01

A—AI®O7 7 1) [testfile] % HDFS Mjuserkoga 7« L7 bJICaE—
hdfs dfs -copyFromLocal ./testfile /user/koga/

A—AIDO 77 A [testlile] % HDFS LIC3EHIAIICIE—

hdfs dfs -copyFromLocal -f ./testfile /user/koga/

HDFS L® 7 7 1 I [fuser/koga/testfile] % O0—AILDAmp (CIE—
hdfs dfs -get /user/koga/testfile /tmp/

HDFS £® 7 7 1 )b [/user/kogaftestfile] %0 —AHJLMimp (CaE—

hdfs dfs -copyTolLocal /user/koga/testfile /tmp/
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% 4 % Hadoop 77 XA & —DEREE
f5l) HDFS k@ 7 7 1 )L [/user/koga/testfile] % 00— A JLD/tmp (CEAKIAC I E —
$ hdfs dfs -copyToLocal -f /user/koga/testfile /tmp/

f5l) HDFS E®/user/koga 74 L7 IRITOF 1 L7 FUE., 71 IVE. 1 X&eFRR (&
PEFALT NI, T T 44X MRFLT )

$ hdfs dfs -count /user/koga/*

il 0 0 /user/koga/dir0O1
0 1 9 /user/koga/testfile
0 al 10 /user/koga/testfile2

1) HDFS L®/user/kogartestfile # HDFS _EM/user/koga/testfile.bak & L TIE—
$ hdfs dfs -cp /user/koga/testfile /user/koga/testfile.bak

fil) HDFS DFE. FHE 2 &R

$ hdfs dfs -df -h
Filesystem Size Used Available UseY
hdfs://n0121.jpn.linux.hpe.com:9000 11.9 T 19.3 M IERNOIIS 0%

fil) HDOFS ®F 1 L 7 b 1) [Juser/koga] OH 1 XEHRR (EPSL TV HEEELVWYIX, £
LTVAEBAERSIYHA X, H&REED T4 L7 M)

$ hdfs dfs -du -h -s /user/koga/
1.1 G 3.3 G /user/koga

f5]) HDFS @7 1 L 7 b 1) [juserkogal 77 A LDY A XEHRR (ELST7ANLPT L7
PIDHAX, 2LTUHEEALESRYA X, WRELZT7 AT a LT M)

$ hdfs dfs -du -h /user/koga/

0 0 /user/koga/dir01

100 M 300 M /user/koga/filel00MB

16 3G /user/koga/filelGB
9 27 /user/koga/testfile

f5l) HDFS @7 « L 7 dY) [Juserkoga] BETIC 7 7 1)L [testlile] PTERETHH E D P AR

$ hdfs dfs -find /user/koga -name testfile -print
/user/koga/testfile
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#5l) HDFS M7 7 1 )L [testfile] M7 7 1 IL& % [testfile2] ICEE

$ hdfs dfs -mv /user/koga/testfile /user/koga/testfile2

f51) HDFS EM 7 7 1 JL [testfile] & HDFS M/tmp 7« L7 kU ([C#EE)
$ hdfs dfs -mv /user/koga/testfile /tmp/

f5l) HDFS @7 7 A JL [testlile] M/¥—3 v 3 % 664 ([CERE

$ hdfs dfs -chmod 664 /user/koga/testfile
$ hdfs dfs -1s /user/koga/testfile
-rw-rw-r-- 3 koga supergroup 18 2018-04-07 20:57 /user/koga/testfile

f51) HDFS @5 « L 7 +1) [Juser/koga/testdir] M/X—3 v 3> % 775 (CER
$ hdfs dfs -chmod 775 /user/koga/testdir

$ hdfs dfs -1s -d /user/koga/testdir
drwxrwxr-x - koga supergroup 0 2018-04-07 21:08 /user/koga/testdir

f51) HDFS M7 7 1 I [testfile] DFIEE % tanaka (C. Y IL— 7% sales TR

# hdfs dfs -chown tanaka:sales /user/koga/testfile
# hdfs dfs -1s /user/koga/testfile
-rw-r--r-- 3 tanaka sales 18 2018-04-07 20:57 /user/koga/testfile

fB) O—ANLDOEHDT7 714 IL% HDFS LD 7 7 1 ILICES

$ echo "filel" > filel; echo "file2" > file2

$ hdfs dfs -appendToFile filel file2 /user/koga/fileland2
$ hdfs dfs -cat /user/koga/fileland2

filel

file2

f5l) HDFS LM 7 7 1 )b [testfile] ICBEINTVWBIREE T2 LTERR
$ hdfs dfs -tail -f /user/koga/testfile

) 44 XH0D7 71 [nullfle] % HDFS M/user/koga 71 L7 b UIZIERL
$ hdfs dfs -touchz /user/koga/mullfile

$ hdfs dfs -1s /user/koga/nullfile
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-rw-r--r-- 3 koga supergroup 0 2018-04-07 21:03 /user/koga/nullfile

fil) HDFS ®M/user/koga T« L7 MJLIT D& 7 7 1 )L % Hadoop 7 —H 4 7 [testO1.har] & L
T HDFS E®/tmp 71 L7 b U RITFICER

# hadoop archive -archiveName testOl.har -p /user/koga /tmp

f5]) HDFS E®imp 7« L 7 ~UIZ{ER L 7z Hadoop 7 — A1 7 [testO1.har] D5 %73
# hdfs dfs -1s -R har:///tmp/testO1.har/

f5) Hadoop 7 —#4 1 7 [testO1.har] (Z& £ h 3 testfile % HDFS ED/tmp T« L 7 b UICER
# hdfs dfs -cp har:///tmp/testOl.har/testfile hdfs:/tmp/

1) HDFS M/juserkoga 7« L7 EULITDZXF v 7 3 » b snap0001 DEE

# hdfs dfsadmin -allowSnapshot /user/koga

$ su - koga

$ hdfs dfs -createSnapshot /user/koga snap0001

$ hdfs dfs -1s /user/koga/.snapshot/snap0001/

Found 1 items

-rw-r--r-- 3 koga supergroup ... /user/koga/.snapshot/snap0001/testfile

f5l) HDFS M/userfkoga 74 L7 FULITOZXF v T 3w bsnap000 5771 ILERT
$ hdfs dfs -cp -ptopax /user/koga/.snapshot/snap0001/* /user/koga/
f5l) HDFS M/user/koga T« L7 NULITFOXF v 7 3v b snap0001 % k&

$ hdfs dfs -deleteSnapshot /user/koga snap0001

4-1-17 Apache Hadoop 3 hiig{td 5 GUI EIEE

Hadoop @ Web HHEE TIX, 7 7 A ¥ —/ — FORFIRERC Y 3 7OETREOME % LT
EFET, LFTIE, EHEDIH > TH { <& Apache Hadoop 3 D F: 7 Web ERMEI 2/ L £,
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B 52 5—-DBBEORT

HTTP 70 F 2V CRAY —/ — FD9QI0FR— M7 7L AT LET, [Overview| & [Sum
mary] (27 T AY —OMEFFREINET (F4-4),

$ firefox http://n0121-mgm. jpn.linux.hpe.com:9870 &

tanode Volume Failures  Snapshot Startup Progress Utilities

Overview 'n0121.jpn.linux.hpe.c

Started: Mon Apr 16 14:34:29 +0900 2018
Version: 3.1.0, r16b70619a24cdcfSd3b0fcfAb58ca77238ccbebd
Compiled: Fri Mar 30 09:00:00 +0900 2018 by centos from branch-3.1.0
Cluster 1D: CID-d5456a4f-4adb.468e-813f-1183c47600c0
Block Pool ID: BP-758954545-10.0.0.121-1523856816042
Summary
Security is off.

Safemode is off.

9 files and directories, 1 blocks = 10 total filesystem object(s).

Heap Memory used 131.82 MB of 360.5 MB Heap Memory. Max Heap Memory is 2.55 GB.

Non Heap Memory used 50.3 MB of 51.19 MB Commited Non Heap Memory. Max Non Heap Memory is <unbounded>.

Configured Capacity: 8.787TB
DFS Used: 30.25 MB (0%)
Non DFS Used: 96.84 MB
DFS Remaining: 8.78 TB (100%)
Block Pool Used: 30.25 MB (0%)
usages% (Min/ ): 0.00% / 0.00% / 0.00% / 0.00%
Live Nodes 3 (Decommissioned: 0, In Maintenance: 0)
Dead Nodes 0 (Decommissioned: 0, In Maintenance: 0)
Decommissioning Nodes 0
Entering Maintenance Nodes 0
Total Datanode Volume Falilures 0(0B)
Number of Under-Replicated Blocks 0
Number of Blocks Pending Deletion 0
Block Deletion Start Time Mon Apr 16 14:34:29 +0900 2018
Last Checkpoint Time Mon Apr 16 14:33:36 +0900 2018

4-4 Hadoop 75 2% — DB % R
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% 4 % Hadoop 7 724 —DEREE

t Web 7SI HEREET SV I1 72 b Y AT . 775 E % Bn0121-mgm.jpn.linux.hpe.com]
DERERN TED I ENRHRT T, BRIBBRDEHICIE. 75172 hv 2 Ll 5 DNS H—/i—
ANOEVWAEDEEITOIERENIVETYT, Y7314 F b3 05 DNSH—N—(L LB RBFIBEARD T
EHEVEEIR. 7717 b EDfetcihosts 77 A NZT 7 REDIP 7 RLZAERZ MED
MISEERT DB H Y ET,

252, EAEDOTIZER TS E, NameNode D A ¥ T — ZEHRAMEMENTWEL T4 L7 M)
RIED HDFS Ol &, 2t/ — M Epdorah s (R4-5),

NameNode Journal Status

Current transaction I1D: 63

Journal Manager State

NameNode Storage

Storage Directory Type State

DFS Storage Types

Storage Type Configured Capacity Capacity Used Capacity Remaining Block Pool Used Nodes In Service

[ 4-5 NameNode D * % 7 — ZEMABMEATVWET (L7 U, HDFS OEE. FHE. #H
/= Rk EERR

B DataNode DIEERT

Wi Loz 7 A% —#E% o [DataNode] % 7 ') v 745 &, DataNode OHEZ (PS5 % Wil |2
20 F9, HiEP O DataNode O—55, $eflt4 271 A 775, HHE L TWwb 70 v 7, Hadoop
D=V arpEPRREnE T (H4-6),

T=H—/—FD984 FHEHR— 2T /AT HE, T—A—/— FHHEfli L T 5 HDFS @R
) 2 — LERPERENT T, M4-7 1 d, 7— 4 — /7 — F® 0122 jpn.linux.hpe.com 2324 2
Web & W 1 OF) T,
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Qverview

Hadoop

Datanode Volume Falures

Snapshot

@ 4-1 Apache Hadoop 3 75 X &2 — DR

Startup Progress Uil

Datanode Information

“Inservice @ Domn @ o &dead £ 1n & dead
Da
Disk usage of each DataNode (%) :
In
Shom| 15 o] entres Seard
' Last Block
¢ Block pool
Node Hittp Address contact  Raport Capacity Bocks  used  Version
122 jor o Py com 9656 5 I 2m18 ) 558U 310
110.0.0.122:99661 (0.07%)
V4123 g e P com 9866 1 = 2978 ) LM 319
110.0.9.123.99661 12.02%)
u " 2 ® W59 ME 310

Showing 1 to 3of 3 ertres

oop  Overview

uilit

4-6 DataNode M#E % KR

DataNode on not22 jpn.linux.hpe.com:9866

Cluster ID:

Version:

Block Pools

Namenode Address

Block Pool 1D

CID-d5456a4f-Aadb-468e-813f- 183c47600c0

3.1.0, r16b70619a24cdc{5d3b0fcfab5Bca77238ccbesd

Actor
State

Last
Heartbeat

n012Ljpn.linux.hpe.com:9000 BP-758954545-10.0.0.121-1523856816042 RUNNING 25

Volume Information

Capacity
Diractory StorageType Used
/data/hadoop DIsK 699.61 MB
hdfs/dn
Jeoldfdn ARCHIVE 6.38 MB

Capacity
Left
29378

46.82GB

Capacity

Reserved Replicas
o8B oB

0B oB

Last
Block
Report

6
minutes.

Reserved Space for

woz%)

Last
Block
Report
size (Max
size)

476 B (64
MB)

Blocks

26

34

B 4-7 DataNcde »1##7  HDFS AU 1 — AICBAT B8 £ ="~

B 77V -2 3 ORGSR

Hadoop 7 7 A% —THEITL72T 7 r—

Toa v OIRAEER Web WTH TEHLY 5121, ResourceM
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% 4 % Hadoop 7 724 —DEREE

anager 7T A EHEE I T 7 L AT A kL, Y a TORBEEEIZT 7 ¥ AT B HENH D
¥ 9. ResourceManager 32 fl:d 2 FH M |X, ResourceManager % — Y ADHH T2/ — F (4
BOmAIR, YAY—/—F) O8088 FHH— M TitfitanEd (X4-8),

: hadﬂﬂp All Applications

4-8 ResourceManager ' {Rfit 4 5 EIREE & T~

& Note ResourceManager O EREE N TR S Wi WEE

ResourceManager O HLH LAN @k A + 4 (4R OY;413. n0121-mgm.jpnlinux.hpe.com)
@ 8088 A — M7 7+ A LTH ResourceManager O PLM I 23R SN2 WHidid, 7—
I LAN @ A b4 (n0121.jpnlinux.hpe.com) @ 8088 74 — I T ResourceManager @45 8]
WA S TO B WHEMEAH D £ 97, ResourceManager @4 B IH > URL %45 #H LAN
WzfE$ %1213, BUFo & 912, $HADOOP_HOME/etc/hadoop/yarn-site.xml 7 7 4 V{2285
A —4% — [yarn.resourcemanager.webapp.address| #itii L, fli& LC. ResourceManager
AT HE AT LAN HloR A Mk F— FRG (8088) xiREL ¥,

# vi $HADOOP_HOME/etc/hadoop/yarn-site.xml
<property>
<name>yarn.resourcemanager .webapp.address</name>

<value>n0121-mgm. jpn.linux.hpe.com:8088</value>
</property>

yarn-site.xnl 7 7 A WOMEDET LAzb, 774 V&2 — FiZa¥— L. ResourceM
anager —E Az L ¥4,

# clush -a -c $HADOOP_HOME/etc/hadoop/yarn-site.xml \
--dest=$HADOOP_HOME/etc/hadoop

# clush -g nn ". $HOME/.bash_profile; yarn --daemon stop resourcemanager"
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@ 4-1 Apache Hadoop 3 7 7 X # —(D&EHE

# clush -g nn ". $HOME/.bash_profile; yarn --daemon start resourcemanager"

Va7 OREEAMRTHICIE, A — - FD 19888 FF— M7 7 A LET (M4-9),

$ firefox http://n0121-mgm.jpn.linux.hpe.comm:19888 &

O liEEkE JobHistory

Aosicat Retired Jobs

4-9 EFLEY 3 TOBEEET
252, ¥ 3 7OBEEEE O [JobID | FICER SN TV Y 3 7 ID (HOBITIE, job_1523053173

207_0003 % &) 22wy haL, FOYa7odMrERINTT (B4-10),

’;@hadg‘gp MapReduce Job job_1523053173207_0003

Job Name:
User Name:
Queue:

State:

Uberized:
Submitted: Apr 07 07:23:04 ST 2018

Started: Sat Apr 07 07:23:08 JST 2018
Tox Finished: Sat Apr 07 07:23:20 JST 2018
Elapsed: 1lsec

EEDED

Dlagnostics:
Average Map Time 3sec
Average Shuffle Time 2sec
Average Merge Time (Osec
Average Reduce Time Osec

ApplicationMaster

Sat Apr 07 07:23:05 |ST 2018

00124.jpn linux. hpe. logs
Map 8 8
Reduce 1 1
ttempt Ty Kille
Maps. [
Reduces )

(Y

4-10 T a 7OFEMERT
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% 4 % Hadoop 7 724 —DEREE
H NodeManager OIZEZERT

T—H—=/—FDNRFER—- 2T 7LATLHE, T—h—7— FH$Efl L T % NodeManager
F-V AT AERSRRESNE T, K4-11 13, 7 —F— / — F® n0122.jpn.linux.hpe.com A%
$Eflt4 A, NodeManager % — A (2§ A Web B H M OF T3,

Total Vmem allocated for 16.80 GB
Containers

Vmem enforcement enabled false
Total Pmem allocated for £ GE
Container

Pmem enforcement enabled false
Toc Total VCores allocated for 8
Containers
Resource types memory-mb (unit=Mi), vcores
NodeHealthystatus true
LastNodeHealthTime Tue Apr 17 00:04:18 JST 2018
NodeHealthReport
NodeManager started on Mon Apr 16 23:48:17 |ST 2018
NodeManager Version: 3.1.0 from 16b70619a24cdcf5d3bofcfabS8ca?7238cchebd by centos source checksum
f09bc6410c77d471bl6e65e46¢2bacf on 2018-03-30T00:04Z

Hadoop Version: 3.1.0 from 16b70619a24cdcf5d3b0fefabs8ca77238ccbe6d by centos source checksum
14182d20c972b3e2105580a1ad6990 on 2018-03-30T00:00Z

4-11 NodeManager MHEE % FR

4-2 MapR 9529 —-0DERERFE

BRI Hadoop 74 A M) Ea—3 3 »ThH MapR &, T I 2 =7 1 LD Apache Hadoop &
BRA D, MEORKRE, FHI< Y F, Web BEREEVHESATES, 22TRE, ¥ AT
LD MapR 7 FAY —TL(FIASNANFS Y — =LAty Tay MIELET— 7 DEHTF
HEBRALE T, 72, MapR TRt S5, FELEM I~ Y FOMABIZINZ, MCS, Grafana
%ffio7z MapR 7 7 A ¥ — @ GUIEFERIZ O W T HEICHEA L £,

4-2-1 MapR 95X5—% NFS —)\—&UTHHATS

Apache Hadoop 3 |28 W T4, NFS 7 — b7 = A OFfEASRAL LTy F 5%, MapR (Z, Hadoop
DTFAAIN I Ea—2arsOPRTHHL PO NS - EAZRMELTEY, 205 —-TF14 X
Hadoop TD 7 7 A W —/N— & L TORBTEEAFH D £ 3, MapR 7 7 A% —Tld, HED 7
FAY =/ —FIZLoTNFSH—EAZRMEL X9, NFSH—LRITF LT, REIPT FL
AHRENDLTES, SHICKY, 75477 ME, HEONS -V AZE—~DIPT FLAT
TrEeATE&ET, NFSH—EAZRMT B2 T 25—/ — FO 1 BIZEENFEAELTH, NFS
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@ 4-2 MapR 77 2 2 —DEREEF X

F—VAZRMT IO T A -/ —FIlloTRBIP 7 FLADH| S kD5 726, iTEE
ModH D NFS —"—2EHTEX Y,

B MapRISA5—RHDIT 7L I AT LT T DLt

MapR # 5 A % —TlE, fstab (/2 NFS —E A& RMT L2710 L 7 M) 25k d A7 7 4
WY RAFLY THEELE T NESH—EAHD T 7 A NI AT LY TIZLErFAY— /) — FiZ
FELT T, MapR 2 FAY —HD T 7 A V¥ A5 L% 7L, mapr_fstab S IEEINE T, 5,
mapr_fstab 7 7 4 V&R L £ ¥, mapr_fstab 7 7 4 WAD [RA b3 : /mapr] & [/mapr] O
B, [/mapr| & [hard,nolock] DRI, # 7 TId% {FEMAR—2F AN LTRBL ¥,

# hostname
n0130. jpn.linux.hpe.com

# clush -a mkdir /mapr

# clush -a \

’echo "$HOSTNAME:/mapr /mapr hard,nolock" > \
/opt/mapr/conf/mapr_fstab’

# clush -alL "cat /opt/mapr/conf/mapr_fstab"
n0131: n0131.jpn.linux.hpe.com:/mapr /mapr hard,nolock

n0132: n0132.jpn.linux.hpe.com:/mapr /mapr hard,nolock
n0133: n0133.jpn.linux.hpe.com:/mapr /mapr hard,nolock

MapR 7 5 A ¥ —4/ — FEHRHLET.
# clush -a reboot
NES +H— U ADRHEH L Cnb ) hefR L ET,

# clush -aL "ps -ef | grep nfs | grep -v grep"
n0131: mapr 5079 1 0 18:53 7 00:00:00 /opt/mapr/server/nfsserver

n0131: mapr 5081 5079 0 18:53 7 00:00:00 /opt/mapr/server/nfsserver
n0131: root 6984 2 0 18:53 7 00:00:00 [nfsiod]
n0132: mapr 5022 1 0 18:53 7 00:00:00 /opt/mapr/server/nfsserver
n0132: mapr 5024 5022 0 18:53 7 00:00:00 /opt/mapr/server/nfsserver
n0132: root 7036 2 0 18:53 7 00:00:00 [nfsiod]
n0133: mapr 5314 1 0 18:53 7 00:00:00 /opt/mapr/server/nfsserver
n0133: mapr 5316 5314 0 18:53 7 00:00:00 /opt/mapr/server/nfsserver
n0133: root 7438 2 0 18:53 7 00:00:00 [nfsiod]

MapR 7 7 A% —H4Rlt4 A NFS H— Y AH O /mapr 74 L7 M) %, 7 FA4AT ¥ /) — Fip
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% 4 % Hadoop 77 XA & —DEREE

5

%

TU YR TEBNE ) PERBLET,

# mount -o hard,nolock n0131.jpn.linux.hpe.com:/mapr /mnt
# 1s -1F /mnt

total 1

drwxr-xr-x 8 mapr mapr 7 Feb 14 11:09 hpe-mapr-cluster01/

# 1s -F /mnt/hpe-mapr-cluster01/
apps/ hbase/ opt/ testOl/ tmp/ user/ var/

AT = FhBHNFS Y —VEA[T 4 L2 FUAIZTA MO 7 7 4 [testfile.txt]
fERTE 2 DR LE T
# echo "Hello MapR" > /mnt/hpe-mapr-clusterOl/testfile.txt

# cat /mnt/hpe-mapr-clusterOi/testfile.txt
Hello MapR

B NFS ¥ U b&EN Tz MapR-FS ZH:R

MapR 7 7 A % — @ Mapr-FS @7 ¢ L' 7 F ) HEHAS, NFS TRt s ha 7+ L7 M) L LA

E)DERLI T,

188

# clush -w n0131 ". $HOME/.bash_profile; hadoop fs -1s /"
n0131: Found 7 items

n0131: drwxr-xr-x - mapr mapr 0 2018-02-14 09:59 /apps

n0131: drwxr-xr-x - mapr mapr 0 2018-02-14 10:01 /opt

n0131: drwxr-xr-x - mapr mapr 5 2018-02-14 12:11 /testO1
n0131: -rw-r--r-- 3 root root 11 2018-02-19 00:19 /testfile.txt
n0131: drwxrwxrwx - mapr mapr 0 2018-02-14 09:54 /tmp

n0131: drwxr-xr-x - mapr mapr 1 2018-02-15 02:47 /user

n0131: drwxr-xr-x - mapr mapr 1 2018-02-14 09:59 /var

MapR-FS ET7 7 4 )V testfile.txt D HENRR L0 E ) &R L 3,

# clush -w n0131 ". $HOME/.bash_profile; hadoop fs -cat /testfile.txt"
n0131: Hello MapR

MapR-FS EO7 7 A WHTEFEICRE LAZOT, NFSS7Y7 ¥ FEBRLTBEEd,

# umount /mnt



@ 4-2 MapR 77 2 2 —DEREEF X
H NFS HDIR2E IP 7 L ADERE

LIFCid, NFS HOBREIP 7 FL AOBREFIEL AF3, £3°. &£/ — FONIC D MAC 7
FLA-E2lELES, KEIPT7 FLAORETIEZ, 7—YHIP T FL A% E ) BT NIC
DOMACT FLAZFEHLET,

# clush -alL "ip addr show | grep -B 1 10.0.0. | grep ether"

n0131: link/ether 52:54:00:e0:£f8:0a brd ff:ff:ff:ff:ff:ff
n0132: link/ether 52:54:00:9a:fd:33 brd ff:ff:ff:ff:ff:ff
n0133: link/ether 52:54:00:cd:42:cd brd ff:ff:ff:ff:ff:ff

FHNIZMACT FLADNICIZH LT, HEIP 7 FLAD 7= L% Y B TET, 40T,
3/—FDZF A% =123 LT, WEIPT FLZA% 52 (10.0.0.250/24 H* 5 10.0.0.254/24) %
LCFET

# clush -w n0131 \

"maprcli virtualip add \

-virtualip 10.0.0.250 \

-virtualipend 10.0.0.254 \

-netmask 255.255.255.0 \

-macs 52:54:00:e0:£8:0a 52:54:00:9a:£fd:33 52:54:00:cd:42:cd"

H)YCTHFEHEIP T FLAO—EXFRLET,

# clush -w n0131 "maprcli virtualip list"
hn ip vip mac AssignableTo

n0132 10.0.0.132 10.0.0.250 52:54:00:9a:fd:33 52:564:00:9a:£d:33,
n0131 10.0.0.131 10.0.0.251 52:54:00:e0:£f8:0a 52:54:00:9a:£d:33,
n0133 10.0.0.133 10.0.0.252 52:54:00:cd:42:cd 52:54:00:9a:fd:33,
n0132 10.0.0.132 10.0.0.253 52:54:00:9a:fd:33 52:54:00:9a:£d:33,
n0131 10.0.0.131 10.0.0.264 52:54:00:e0:£f8:0a 52:54:00:9a:£d:33,

&/ —FONICH IR 7 FLADPE D LB TEN TV AD AR LT T,

# clush -alL "ip -4 addr show dev ens9 | grep inet"

n0131: inet 10.0.0.131/24 brd 10.0.0.255 scope global ens9
n0131: inet 10.0.0.250/24 scope global secondary ens9: m0
n0131: inet 10.0.0.253/24 scope global secondary ens9: mil
n0132: inet 10.0.0.132/24 brd 10.0.0.255 scope global ens9
n0132: inet 10.0.0.251/24 scope global secondary ens9: 'm0
n0132: inet 10.0.0.254/24 scope global secondary ens9: mil
n0133: inet 10.0.0.133/24 brd 10.0.0.255 scope global ens9
n0133: inet 10.0.0.252/24 scope global secondary ens9: ™m0
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% 4 % Hadoop 7 724 —DEREE

%/ = FONICIZRBIP 7 FLADE Y B THLRTWAL I Wb ¥, Liofsa, &
Z1E. n0131.jpn.linux.hpe.com (Z1F, 10.0.0.250/24 £ 10.0.0.253/24 OAFAEIP 7 F L AHE b 24T 5
NTVAHI b,y 4,

T BITE NCODASE—T 4 AEHF, ensQICHE>TVETH, N— K7 ICEHIh TS
NIC DFEFEX CentOSIDEEICL W A 42— T 21 ABEREENET,

MCS OEHEH CHHEIP 7 FL AZMERALTB & F 3, EHEH L [Services] % 7
Vo2 LFEd, $4&, T—EYA-EI@FREINTT (H4-12),

Service Running Nodes  Standby Nodes Failed Nodes Stopped Nodes

[ ]
|| |Gz | |C>

n
&

X 4-12 MapR 75242 —THRELTVWIH—EX—BERR

AR O [Service] FIZFRENT WS [NFS] #2270 v o 3h &, ABIP7 FL ADEH
Wz $34 (X4-13),

NFS Setup and VIP Assignment

i

VIP Range Node Name Physical IP MAC Address

K4-13 MapR 7522 —THESI N T3 NFS HORAE IP 7 KL ADEEEER
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@ 4-2 MapR 77 2 2 —DEREEF X
HIREIP7 RLAZEEDIENFS YTV b
Z2FALT RS —Fho, REIPT7 FLAZf->TNFS Y7 FCELID%MELTET,

# mount -o hard,nolock 10.0.0.250:/mapr /mnt
# 1s -F /mnt/hpe-mapr-cluster01/
apps/ hbase/ opt/ testOl/ testfile.txt tmp/ user/ var/

W BLREICEDREIP 7 RLADS|ZHEETZ b

{FABIP 7 F L A 10.0.0.250/24 A3 1) 24T 5 51T % n0131.jpn.linux.hpe.com (2 [EEATZEA L
722 & &% L. n0131.jpn.linux.hpe.com % fFEd) L F 9,

# clush -w n0131 reboot
{FATIP 7 F L A® 10.0.0.250/24 23D/ — FIZE ) U THRTW A2 HELET,

# clush -w n0132,n0133 "ip -4 addr show dev ens9 | grep inet"

n0132: inet 10.0.0.132/24 brd 10.0.0.255 scope global ens9
n0132: inet 10.0.0.251/24 scope global secondary ens9: 'm0
n0132: inet 10.0.0.254/24 scope global secondary ens9: mil
n0132: inet 10.0.0.253/24 scope global secondary ens9: m2
n0133: inet 10.0.0.133/24 brd 10.0.0.255 scope global ens9
n0133: inet 10.0.0.252/24 scope global secondary ens9: ™m0
n0133: inet 10.0.0.250/24 scope global secondary ens9: mil

FROEFHERETIE, (KEIP 7 FLAD 10.0.0.250/24 %, n0133 [Z5| &N T WL Z & dh
PN FET, BIERE, 7IAT YN/ = FPL,NFS<Y ¥ FEN2/mt T4 L7 PYICTF 7k
ATEDLDEMELET,

# df -HT | grep /mnt
10.0.0.250: /mapr nfs 108G 0 108G 0% /mnt

# 1s -F /mnt/hpe-mapr-cluster01/
apps/ hbase/ opt/ test01l/ testfile.txt tmp/ user/ var/

# echo "Hello MapR." > /mnt/hpe-mapr-clusterOl/testfile2.txt
# cat /mnt/hpe-mapr-clusterO1l/testfile2.txt
Hello MapR.

# su - mapr
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% 4 % Hadoop 7 724 —DEREE

$ hadoop fs -cat /testfile2.txt

Hello MapR.

PLET, MapR A%2fit3 2 NFS OAEIP 7 F L AfREIC L D, / — FEEERTH NFS -
Az L CRET2 2/ TEE L,

)

F\j\\j Column NFSH#—EZXDX Uy b

3= 3 @ Apache Hadoop Tid. NFS = =DMt L T o 2z, 7
SATY M) —FhoKkED7 74 V% Hadoop 7 5 A% — 12T E—F 5 Lo 2E217 9
e 2—HF—id, HEOAZ )T IR 77 r—3 3 »MNiZ hadoop I~ » FEHMART LTH
) FHATLE. LA L. NFS =" —ft% > Hadoop T4 A b JE2— 3 v ®
MapR 2388 L. 727547 ¥ b/ — FllA 5 Linux OS#i# o a1~ > F&flio T MapR 7 7 A
F—DRT FANYATAZT 2 AWHEELR Y, F— Y ORADFEFCHEH LY T L

RIS, FEBICEREERAT) LIEHICRCERTEF T MELT, 7FA M7 7 4 VIRICH
THLWMEOMBMEZEGTL [T—FAa ] 2FHLT? 7 4 VOFRGE2IToTHE
L& Jo

ZDT—FHYy sOWMET A MTIE, . KEOFF AT 7 4 V% Hadoop 7 F A ¥ —
IZa¥—LFd. NFSH—E 20 # > Hadoop 7 F A ¥ —ThiUE, 7947 +/—
FHRLEHD1s 3= ¥ F, mkdir I< ¥ N, ¢cp 37 ¥ FAED Linux OS i < » K€
T—FAT Y bOF AL EESTEE T, BUFIE. hadoop I ¥ FE—UMELY, 2547 ¥
k2 — FL®D/usr/share/doc T4 L7 P EAFIZH A7 7 4 VREIZBWT, T2 [ .txt]
DFFANT7ANV%E MapR-FS L® testdir 74 L7 FJIZ2¥—=L, U—FA7 ¥ 2%
7457 —270—T7,

# hostname
n0130. jpn.linux.hpe.com

# mount -o hard,nolock 10.0.0.250:/mapr /mnt

# su - mapr

$ mkdir /mnt/hpe-mapr-cluster01/testdir

$ find /usr/share/doc/ -name *.txt |xargs -I{} cp -a {} \
/mnt/hpe-mapr-cluster0Ol/testdir

$ 1s -1 /mnt/hpe-mapr-cluster(01/testdir/

total 11289

-rw-rw-r-- 1 root root 4476 Dec 15 2005 16colors.txt
-rw-r--r-- 1 root root 4492 May 18 2010 30chg.txt
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@ 4-2 MapR 77 2 2 —DEREEF X

$ yarn jar \
/opt/mapr/hadoop/hadoop-2.7.0/share/hadoop/mapreduce\
/hadoop-mapreduce-examples-2.7.0-mapr-1803. jar wordcount \
/testdir /outputdir

$ 1s -1 /mnt/hpe-mapr-cluster01/outputdir/

total 929
-rwxr-xr-x 1 mapr mapr 950350 Apr 17 02:05 part-r-00000
-rwxr-xr-x 1 mapr mapr 0 Apr 17 02:05 _SUCCESS

$ cat /mnt/hpe-mapr-cluster01/outputdir/part-r-00000 |\
sort -k2 -rn | head -5

the 36855
to 19280
a 14304
of 12385
is 11648

hadoop AN ¥ F&MHZ L7, find A< F& cp AT ¥ F&EM-TNFS<Tw ¥ bL1
FA4LZ P77 AR REICad—LCwEd, T T=FAO T ) =3
YOFEATHRER (TF AT 77 ANMBRICEEND, HaEOMBBEONA | 5 ##R) &, hadoop
vy F&iH 2 k%<, Linux OS#E#ED 1s I~ ¥ F, cat 2<% ¥ F., sort I¥ > F., head
vy FEH-oTCTRRTETVET,

WAE L. MapR 2 7 A% —® NFS H— 3 — 4§51 S 5 X 512, Hadoop 7 7 A ¥ —%
A =7 o NAS (Network Attached Storage) LTHMHT AEHB L RN FE T,

4-2-2 RAFvIVavPbcLdT7IILOETT

MapR 7 FAY —Tlx, Ty ¥ =774 AHiEL LTRPELWAF v 7L a3 v MMEREATEE
THFEEIRTVET (4-14), AL =3 a I ALLEIZED 77 A LDWHELEBETY,
HEIZPR LT/ AF vy 72 ay b blEOIRBEIRT L TT7 7 AV EHLTE S0,
Hadoop 7 7 A ¥ —IZBWVWTH A+ v Fay bPPELFAHS L TWES,

DFTid, MapR 2 FAF — 2B 135 A vy T ay POER, BXU, AFvy7Fyay bic
LB T 7 ANDERLFIEEBNLET, FEE, 7 FA5—/ — FOn0131 TITVF T,
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% 4 % Hadoop 7 724 —DEREE

HadoopZ 5 X45— HadoopZ 32 5— HadoopZS5 29—
VA AR
[ = 1] /-E- =1 /
BBIFANSATL

BRIFANSRT L ABIFANZATL

RFvISay MER ﬁ |
o e

ZFyTSav b
HEF -l

— Zi"y?*/a-y EER
ABC

file.xt
He-bd snap0001

« AFWIS3v hERBUEBEDRRICESZ &EHFIEE
« EHOBEDRRICYIDEXTRT Z &halHE

&R
RIBEICKD I7MIHEREDSEHEERD T 7 1 ILDET

B 4-14 Hadoop (o633 XF v T3y MEEE
B RY 21— LOERE

9, MapR-FS IIZHRY 2 —L&EERLFE T, Y 2— 241k, MapR IHO A F L =281
HBEETY o MapR-FS (2813 58 2 — A, #ARiEfS L, BY 2 — L2054 % MapR-FS
FoFte Lz U EREELE T, LTI, MapR-FS E®/sales01 74 L7 M IZET HK1) 2.—
2 [sales01l] ®AEHT 5HITT.

# hostname
n0131. jpn.linux.hpe.com

# su - mapr

$ whoami

mapr

$ maprcli volume create -name sales01 -mount 1 -path /salesO1

ERL L 72K 22— 4 [sales01] @ MapR-FS L7 1 L 7 M %R L £,

$ hadoop fs -1s / | grep /salesO1
drwxr-xr-x - mapr mapr 0 2018-04-19 03:30 /salesO1

MapR-FS (27 7 ¥ ATEANFS ¥ ¥ FFRA ¥ bmapr 74 L Z ) I A=y PERTWD
CEEMERELE T,

$ df -HT | grep /mapr
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@ 4-2 MapR 77 2 2 —DEREEF X

n0131. jpn.linux.hpe.com:/mapr nfs 108G 0 108G 0% /mapr

$ 1s -1d /mapr/hpe-mapr-cluster0i/salesO1
drwxr-xr-x 2 mapr mapr O Apr 19 03:30 /mapr/hpe-mapr-cluster01/sales01

/mapr/hpe-mapr-cluster01/sales01 7 1 L # b ) IX, MapR-FS I ?/sales01 (24 L Tw
5,

t /mapr T4 LY FUICNFS v > hENTVWEHEWVWIES X, /opt/mapr/conf/mapr_fstab 7 7 1
IWOFEEEBWRL T LEE W,

B FAMHDT 71 ILDIER

FARMHDT 7 £V [test.txt] % MapR-FS F.®/sales0l 71 L7 P NIAEKLET, 77
£ IV DNZRIE, [Hello Hadoop] & 29 5T,
$ echo "Hello Hadoop" > /mapr/hpe-mapr-clusterOl/sales01/test.txt

$ cat /mapr/hpe-mapr-cluster01/salesOl1/test.txt
Hello Hadoop

B XFvJ7vay FOER

MapR I2BW T, AF v 7o ay M, R a—LIS LCEkLET, ATy 7Y ay bofE
%!, [maprcli volume snapshot create| I ¥ > FiZ [-volume| 7 3 »%##EL. 20
WK 2—2%%5 S LEF, &5I2, [-snapshotname| #7322 ¥ #iFE L, BT A2 F ¥
Tray  EEFESLET, BTFIE, KU a— A sales0l 128 LT, A+ 27 32 b snap0001
BT AFITT,

$ maprcli volume snapshot create -volume salesOl -snapshotname snap0001
fER L7z A+ v 7 ay bERRLET,

$ maprcli volume snapshot list
snapshotid ... snapshotname ... volumepath volumeSnapshotAces
256000049 ... snap0001 ... /salesO1

FAMHADOT7 74 Testaxt] ICHBEXEFL L. 22HDAF v 7 3 v » snap0002 # i L
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% 4 % Hadoop 77 XA & —DEREE
F Ty

$ echo "Hello MapR" >> /mapr/hpe-mapr-cluster01/sales01/test.txt
$ cat /mapr/hpe-mapr-cluster01/sales01/test.txt

Hello Hadoop

Hello MapR

$ maprcli volume snapshot create -volume salesO1 -snapshotname snap0002
$ maprcli volume snapshot list

snapshotid ... snapshotname ... volumepath volumeSnapshotAces
256000049 ... snap0001 ... /sales01
256000050 ... snap0002 ... /salesO1

B [.snapshot]l ¥« L7 bUODFESR

AFyTyay FERERLLZE) 2—A41F, [1s -lal 2% FTIERS Z LATE2WIFHRE
.snapshot| 74 L7 MUMER ST T,

- |

$ 1s -al /mapr/hpe-mapr-clusterO1/sales01/

total 2

drwxr-xr-x 2 mapr mapr 1 Apr 17 03:45 .
drwxr-xr-x 11 mapr mapr 10 Apr 17 03:30 ..
-rw-rw-r-—- 1 mapr mapr 24 Apr 17 03:50 test.txt

MapR-FS @D /sales01 74 L 7 M2, test.txt LAH Y FEAD, AFv7rav bd
THMAMEM S 7z [Lsnapshot] 74 L7 PUDMER ST T,

$ 1s -al /mapr/hpe-mapr-clusterO1/sales01/.snapshot

total 2

drwxr-xr-x 4 root root 2 Apr 17 03:50 .

drwxr-xr-x 2 mapr mapr 1 Apr 17 03:45 ..

drwxr-xr-x 2 mapr mapr 1 Apr 17 03:45 snap0001
drwxr-xr-x 2 mapr mapr 1 Apr 17 03:45 snap0002

B RAFyIToay MckDT7ILDER

R)a—DAF v Tay beliFLzOT, AFvTyay brbBEOT7 74 VARTY
BILETETT, LlEFEDtest.txt 77 VOh g% F#X LTS,
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$ echo "Hello World" > /mapr/hpe-mapr-cluster0i/sales01/test.txt
$ cat /mapr/hpe-mapr-cluster0l/salesOl/test.txt
Hello World

AFvTTay hTEBIEFORBIZELE T, 3, A+ v 723 v b snapd001 % ffio T
T7ANEHRILLE T, [ .snapshot| 74 L7 FYIZHFETAHAF v 73 v b snap0001 &
FUCEFMDOTAL 27 PULTICHD test.txt 77 AAMPEIL LAV T 74 VT, LoT,
[ .snapshot/snap0001/test.xt| % MapR-FS | ?/sales01 71 L 7 PV IZTE— (fHL) L
9,

$ cd /mapr/hpe-mapr-cluster01/sales01

$ cp -a .snapshot/snap0001/test.txt .

$ cat test.txt
Hello Hadoop

FREIZ, AF v 7 ay bsnap002 #f->T, 774 VEHEILLET,

$ pwd
/mapr/hpe-mapr-cluster0O1/sales01

$ cp -a .snapshot/snap0002/test.txt .
$ cat test.txt

Hello Hadoop

Hello MapR

AF 7 ay |k osnap0001 & snap0002 A6, BWERICBIFAENENDAF v 72 a v MR
D7 A NVIZEITTEE LT,
B XFv 73y bOHEIRR

AF w7 ay bOHIEIE, [maprcli volume snapshot remove] I¥ ¥ FTITWET,

$ maprcli volume snapshot remove -volume salesOl1 -snapshotname snap0002
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% 4 % Hadoop 7 724 —DEREE

A Note .snapshot 7« L7 k1) DHEIf&

Aty Tyay bAREENTWS [snapshot] 74 L7 FJIX, m I~ ¥ FTHIBRTE
THA.

$ cd /mapr/hpe-mapr-cluster0i/sales01/

$ rm -rf .snapshot

rm: cannot remove ° .snapshot/snap0002/test.txt’ : Read-only file system
rm: cannot remove °‘.snapshot/snap0001/test.txt’ : Read-only file system

4-2-3 MapR 6.0 [CBIFHEIRIV Y Rl

MapR 6.0 Tld, FHEMFO I~ » FR2—F—AFHTIa~v > P s, FFEIZEZOEHR
Ivy FERAESNTET, DT TR, ERERTHHENS, Tha~vry FOMRAME T &
OTBEFE T, mapreli IR ¥ Fld, 7 7AF—/—FOWTNHITEGTTLEMEL T T,

) MapR D/N— 5 > & FRR

$ maprcli dashboard info -version true
version

6.0.1.20180404222005.GA
fl) CLDB /= R&E YR LT v 7

$ maprcli node listcldbs
CLDBs
n0132. jpn.linux.hpe.com,n0131. jpn.linux.hpe.com,n0133. jpn.linux.hpe.com

5]) ZooKeeper / — K&#UZR K7 v 7

$ maprcli node listzookeepers

Zookeepers

n0131. jpn.linux.hpe.com:5181,n0132. jpn.linux.hpe.com:5181,n0133. jpn.linux.hpe.c
om:5181
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Bl) 75 22—/—=FKDVR Ty TERBREDFR (healthFIC 0 FRIRESNB EEE EH
Br. 2 RIS N B EEE & HIH)

$ maprcli node list -columns health

hostname ip health
n0131.jpn.linux.hpe.com 10.0.0.131,172.16.1.131 0
n0132.jpn.linux.hpe.com 10.0.0.132,172.16.1.132 2
n0133.jpn.linux.hpe.com 10.0.0.133,172.16.1.133 0

fBl) 752X4—/—RIIBHFINWTWEAT—2BT1RIQOVR Ty T

$ /opt/mapr/server/mrconfig disk list
ListDisks resp: status O count=3
ListDisks /dev/sdb
size 3072000MB
DG 0: Single SingleDiskl Online
DG 1: Raid0 Stripel-2 Online
DG 2: Concat Concatl-3 Online
SP 0: name SP1, Online, size 8842446 MB, free 8841320 MB, path /dev/sdb
ListDisks /dev/sdc

f5l) 7 RINAHF Y —T =24 500MBT, N—KT7+—2H1GB DK 2 —Lvolol (¥ b
FRA 2 b, MapR-FS D/volo1 71 L7 ~Y) DIER
$ maprcli volume create -name volOl -path /volOl -quota 1G -advisoryquota 500M

$ 1s -1d /mapr/hpe-mapr-cluster01/volO1
drwxr-xr-x 2 mapr mapr O Apr 19 05:31 /mapr/hpe-mapr-cluster01/volO1

[ 1 BS00MBICELET BETI—LPRELETY. T—2RBZAHAEETT, j

) K1Y 2—Livolol (¥72 R4 2 Md MapR-FS Dvol01 1 L Z b)) OF 3Tk,

$ maprcli volume unmount -name volO1
$ 1s -1d /mapr/hpe-mapr-cluster01/vol01
ls: cannot access /mapr/hpe-mapr-cluster01/volO1: No such file or directory

) RY1—Lvolol (¥ > hKRA > ME, MapR-FS Oivol01 Fq L7 b)) DI b

$ maprcli volume mount -name volO1
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4 % Hadoop 77 2 &% —NDEREE

) RV 21— L volol DI

$ maprcli volume remove -name volO1

$ 1s -1d /mapr/hpe-mapr-cluster01/vol01
1s: cannot access /mapr/hpe-mapr-cluster01/volOl: No such file or directory

fB5l) RV21—LZBEMETET ¢ L7 NUNRID—ERTR

) 72282 —/—=Fn0131 DY -—EADO—BREZRT BBLTVWEY-EZG,

»

£l

¢l

200

$ maprcli volume list -columns volumename,mountdir

volumename
salesO1
testO1

2 THRRENB)

$ maprcli service list -node n0131
logpath

/opt/mapr/logs/mfs.log
/opt/mapr/hadoop/hadoop-2.7.0/logs
/opt/mapr/hadoop/hadoop-2.7.0/1logs
/opt/mapr/logs/cldb.log
/opt/mapr/logs/nfsserver.log
/opt/mapr/hadoop/hadoop-2.7.0/1logs
/opt/mapr/logs/gateway.log
/opt/mapr/logs/hoststats.log
/opt/mapr/apiserver/logs/apiserver.log

) FEOYORR

$ maprcli node topo
path

/

/data
/data/default-rack
/default-rac

) MRAOVICHRBT A/ —KEUIXRT Y

$ maprcli node list -json | grep topo

mountdir

/sales0O1
/testO1

displayname
FileServer
JobHistoryServer
ResourceManager
CLDB

NFS Gateway
NodeManager
GatewayService
HostStats
APIServer

-

name
fileserver
historyserver
resourcemanager
cldb

nfs

nodemanager
gateway
hoststats
apiserver

state 5l

L]
ot
[
ot
@©

O N MNNNNNNDDN

"racktopo":"/data/default-rack/n0131. jpn.linux.hpe.com",
"racktopo":"/data/default-rack/n0132. jpn.linux.hpe.com",
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"racktopo":"/data/default-rack/n0133. jpn.linux.hpe.com",

f5l) 21—+ —2&® ACL (Access Control List) MFR (5 4-5)

$ maprcli acl show -type cluster
Allowed actions Principal
[login, ss, cv, a, fc] User mapr
[login, ss, cv, a, fc] User root

a5 VFAZ—OF7EZAHHOBEE (7524—/1X—3ya)

T7EAHEOERE Bk

login MCS. APL. CLIDFIH, 7 A% LK) 2 — ADFHANY A5 fE
ss H— VA0S, 1L HE

cv R 2 — L OVERLAHTT BE

a ACL DRE, Hi A7 g

fc AWl EE (72720, ACL OfitE xR <)

f5l) 21—+ —kogal \ZMapR 752 & —OF 7 X&E#E LT [login] %15

$ maprcli acl edit -type cluster -user koga:login
$ maprcli acl show -type cluster

Allowed actions Principal

[login, ss, cv, fc] User mapr

[login, ss, cv, fc] User root

[login] User koga

t A—Y—If, useradd AV KEE-T, £/ — FKIZAIL UID, AU GID THRICER L THL
PDENFHNET,

fBl) K1) 2—L [sales01] ICEREZI N TWS ACL DFRR (E 4-6)

$ maprcli acl show -type volume -name salesO1
Allowed actions Principal
[dump, restore, m, a, d, fc] User mapr
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% 4 % Hadoop 7 724 —DEREE

FT4-6 RU1—LOT7I7LIHEHEOEE (K)1—L/IX—-3 vy 32)

T ERGIHOEE Bk

dump R)a—bDF»7, BLUNY 77 v 7H0 5k

restote R)a—dIF7—, BLUYADTAHE

i B a—2DTaNTF 4 OEHR, A+ vy T ay sOVEK, Bl
Al fig

a ACL DiksE, HitEn nl /e

d R 2— L OHIEP TR

fe LA (72721, ACL OfifE# R {)

ffl) 1—4%—koga lZHK W 2— L [salesO1] OF7 7 Z&IfE LT [fc] 245

$ maprcli acl edit -type volume -name salesOl -user koga:fc
$ maprcli acl show -type volume -name salesO1

Allowed actions Principal
[dump, restore, m, a, d, fc] User mapr
[dump, restore, m, d, fc] User koga

Bl) /—Fn0132&A>7F2ZXE—RABITL, LTUS—2 a3, 60 ARICERT

# maprcli node maintenance -nodes n0132 -timeoutminutes 60
ssh -1 root n0132-mgm "systemctl stop mapr-warden"
# ssh -1 root n0132-mgm "systemctl stop mapr-zookeeper"

#

i) /—Kn0132 2 A>T RE—RFPLEEE—FNBITTS

# maprcli node maintenance -nodes n0132 -timeoutminutes 0
# ssh -1 root n0132-mgm "systemctl restart mapr-warden"

f5l) CLDB #—EZ»##¢ 2. Web BEIEEE® URL DFRR

$ maprcli urls -name cldb | grep http
http://n0131. jpn.linux.hpe.com:7221/cldb. jsp

fil) ResourceManager # —E X 1R 5. Web EEREED URL DFRT

$ maprcli urls -name resourcemanager | grep http
http://n0133. jpn.linux.hpe.com:8088

f5l) NodeManager  — E X 2T 5. Web BIEEED URL DFR
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$ maprcli urls -name nodemanager | grep http
http://n0131.jpn.linux.hpe.com:8042/

f5l) JobHistoryServer % —E A D1 § 5. Web EIREE D URL DFRR

$ maprcli urls -name historyserver | grep http
http://n0131. jpn.linux.hpe.com:19888/jobhistory

4-2-4 MapR Control System (MCS) [C&3 95X 5—&E18

2 —#—1%, MapR Control System (LLTF, MCS) %ffi-TMapR 7 5 A% —DEMELTF
Fo MCS TlE, 7 5 A% —&k0 CPUFIHE, 2 EVFIHE, 71 A 7FHFERL, $—E2D
WEEZEDA L)y 22V TLS A LEHRTES S, $72, MCS TR, #/ED CPU, AT,
T4 AT OFHERZERFITIERSELZEHUETT, ZOKRRFIFERIL, MapR 2R MA§ 5
[MapR E=% 1) » 7| LIFIEN L D A M) v 2B Sy o — D TRELSNTE D, MCS D

EHET 7217 T4 . Grafana EHENATHAEY 7 b7 = 7 OFEEEIC Y A 7 L AWM OIERE %
FORTEF ¥, LUFIZ, MCS (2 MapR E=% 1) ¥ 7 % filA AL FIH, MCS, Grafana OF 12
DWCHHLE T,

B MapREZSUI5DAL VA M=IL

MapR 7 5 A % — OFFFIL, MapR €= % 1) ¥ 77 { Th MCS THHETT A, 4 A, CPU,
AEY, T4 A7 O RRFIFRT 5 HiE% MCS IZHlAAR T T, 72, Wby 7 b
7D Grafana b A YA M=V LET, 9. MapR E= %) X T DRy =TT AL LA
MLET,

t ERRMEVY T b7 O Grafana 3. BE. BHRET —FN—XICHEAET, Grafana iz, T xE
LREENT —4~X—2%Y K- L TVWETH. MapR 75 X2 —DI54. Grafana " FIBT 57—
2~ —2Z %, OpenTSDB T¥, MapR 75 X% —® Grafana (C & 3A]fR1L T 1k, MapR # /2 L T
L% mapr-grafana /¥ 4 — < & mapr-opentsdb Z{ER L ¢,

# hostname
n0130. jpn.linux.hpe.com
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# clush -a "yum install -y mapr-collectd"
# clush -w n0132 "yum install -y mapr-grafana mapr-opentsdb"

&Note INy =94 =L EDFEE

A Yy 2 EBO mapr-collectd 28wy —Vd, &2 FAF—/—FIZA YA b=V L ET
7%, mapr-grafana & mapr-opentsdb (¥, 75 A¥—/—=FDH L, LHl L 1HICLI VA
=W 2REBRHNET, DNy r—Y0OA YA M=NEFHIIE MEP D) FEY b
) (R#TlE, /etc/yum.repos.d/maprtech.repo 7 7 4 WNDFlk) %4/ — FCHANIHE
ELTBLLENH Y T3,

configure.sh AZ ) 7/ 2> T7 7 A% — %M L £9, configure.sh A7 1) 7 M|
[-0T] +7'¥a %5 L, mapr-opentsdb /Xy 7 —3 % A Y A b= L7/ —F#IEELET,

e

Z[alix, mapr-opentsdb % 7 7 A ¥ — ./ — FO 0132124 ¥ A b= L7=DT, DLFO L 5 IZFEfT
LEd,

# clush -a "/opt/mapr/server/configure.sh -R -0T n0132"
apiserver F— Y A & HilcE) L £ 7,

# clush -g web \
’maprcli node services -name apiserver -nodes ‘hostname -f‘ -action restart’

LT, MCS OFBEET, MapR €24 1) ¥ 72X 0, 73 A% — 7 — FOREFHRN E R R
FITERSEAIENTEL LI AN IT,
B MCS [C &P 95X 59—/ — ROEFEIKROER

ERHZ, MCS 2T 7 A v L, 27 AF—/— FICAWIRREBRFRTELNEHRALF T,
MCS 2B 7 A X LTWwAEAIE, WoZ ATy 7y b L, FE, MCS OEMEHEIZTZ A L
¥,

$ firefox https://n0133-mgm. jpn.linux.hpe.com:8443 &

MCS OEHE R/ O [Node Health ] I2FR SN T W 5 [collectd | [grafana] [opentsdb] A3FE7R
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S, ZOAMICEREN TV L UANEELREIZZ > TV E2MEREL T (H4-15),

Active Alarms Cluster Utilization D
WARNINGS: 1
B ks — ou 258
Memory N 64
Disk o%
2GB 0%

4-15 MCS OEIEEM T collectd & grafana & opentsdb # — E X % FE:2

MCS QEBM %2 TICA 70— S+, WA HIZd % [Last24 Hours] 7N A =2 —
%71 w2 L, [Last 15Minutes| #:#IRL T4 (H4-16),

Current Range: 2018-04-07 01:45:25 - 2018-04-08 01:45:25

Alarms
0% 0%
cPu

MEMORY

Utilization Trend

0 0 3

CPU Utilization

—Busy

M 4-16 MCS OEIEEMED [Last24 Hours] D FTIAE I A= 12—% 27 1) v 7 L. [Last
15 Minutes | % &R

WEHZSHIZFICAZO—=VEELE, CPU, T4 A7, AT OFIHAEZT KR THETE
F51 (K4-17),

i MCSOEET. CPU, 7« X7, X EUDHBARD T Z 7HRANENEVEEIE. Web TF7 74

EBRVWTWB 7547 b/ —KH MapR 75 22 —DF— 2 LAN (10.0.0.0/24) & &I LAN
(172.16.0.0/16) OMAICT 7L ATETWA P EHIEBL T FE W,
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% 4 % Hadoop 7 724 —DEREE

Utilization Trend

H4-17 CPU. ¥4 X7, AEYOFIER%ERINTER

X5, MCS DEHBE E FE @ [Nodes] #%# 1w 7 L., [Hostname] #IZFRENTWVWAE 7
GAF—I—FD12% s )y LET (H4-18),

Nodes (3) @
. =0
Filters: <
Health  Hostname Physical IPs LastBS oy Utiized CPU Utilzed Disk Utilized  Physical Topol Einning
L Heartbeat ol Lt Services
| | I
B | i}
| || |

4-18 MCS OEIEEE LEFD [Nodes] #2717 L. [Hostname] BIlCRIRENTWAH I F X & —
J—=FKDA12&87)y 7

G AY—)— FOFEHEHRAFERESNLOT, [Metrics] ¥ 7% 270 v 27 L, WEHAIZH
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% [Last24 Hours] 7NV ¥ 7 v A==2—% %1 v 7 L, [Last 15Minutes| % 3R F ¥, MapR
FZHNYTED 2 TAY— 7 - FICHAT 2 & SEAMERISFRENTET (H4-19),

e —

H4-19 75X4—/— FOAEFRKRERT

DUF i, MCS 28§ 2 2 0o EHEH % W 298 L 3,

B Y—EADER

MCS OERL M H &0 [Services] 227 v 7324 &, MapR 7 7 A ¥ —THE L T 5H4—
V2OEHMEEPFRENE T, T-EADPHEEH L TWD /) — FHEOERIZMA, F—EADiE
B, ik, FRHOFEEL TEETT (K4-20),

AIE(2)

service Running Nodes stndby Nodes Falled Nodes. Stopped Nodes

4-20 #—EANEEEE
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% 4 % Hadoop 7 724 —DEREE
B RYa1-LOEE

MCS QOEHE I 4o [Data]l 227 v 7 L, 7V F7 o AZa—THRENS [Volumes] #
70y §hE MapR 7 FAY —DKR) 2— AEHEEAFR I F T, WAL LD [Summary]
FT7R2) v 7 $AHEMETEHIREDORY) 2 — AORRSFRRINT T, K 4-21 TIL, salesOl.
testO1, users K 2 — LADHFAET S LHbr) T,

4-21 Y 1- LOBEEE
o 1-Y—-0EIiE

MCS OEHEE _FE O [Admin] 2 27 1) v 7 L, 7N v A =2 —THFRR SIS [User Settings]
%70 v s ¥bE, MapR 7 7 A Y —OL—F—EHEHIFERESNET (F4-22),

MAPR s > m s 8 =

4-22 1—H#-OEREET

Ei/E o> [Permissions] # 7% 7 v 744 L WE FHICHBAD L—HF =258 Twh
HRPFRENET, S TI—F =RV —TI20T5 ACL ¥ ETAHIEHNTEET,
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H Grafana [C&DERDESR

FCIZ MapR E= %) > 7 % MCS IZHLAARFATT O T, MCS #* 5 Grafana OF HIlE O
VY &MEZ ENTEETY ., MCS OEHm I Lo [Services] #271) v 7 L, +—EADF
B AR Sz b, EAICRRENTWS [Grafanal D) > 27 %27 v 7 LET (H4-23),

MONITORING
alls
alls

4-23 MCS O#—EXEEEE®D [Ganglia] DY >T7&7)y 7

Grafana O 7 A Y WEAFR EN S DT, [User| #IZ admin, [Password] (2 admin % AJJ
L. [Loginl K% > % 2~ 1) v 2 LT Grafana OE WD 71 > L E T (X 4-24),

Grafana

Login

4-24 Grafana OO %Y 1 > HEE

Grafana (207 A » 345 &, ELIZHS [Homel #2771 v 27 LET (H4-25),

X 4-25 Grafana (A7 1 »EROEE

TG A a—PBFRREN, FyvaR—-F~0) 7 PHEIRTwEd (X 4-26),
[CLDB Dashboard] #2 ) v 7§ A&, MapR 7 5 A% — / — FOME) / — F, FIHHER
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% 4 % Hadoop 7 724 —DEREE

F4-26 Zyaf—KFADULI7hRREND

T4 AZEFE, AR SR TE T (H4-27),

+AD0 A0

4-27 CLDB Dashboard D& &

[Node Dashboard] %2V v 734 L, CPURAEYFIFEIIMZ, TA4AZDAN—T v b,
IOPS, v b7 —27 1O I EHHERT & 4 (X 4-28),

NI 1 T

4-28 Node Dashboard O EIE
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4-3 FEOH

AREETlX, Apache Hadoop3 7 7 A% — & MapR 6.0 7 T A % — DIEARM @ HEHIZOWTH
L F L7z Hadoop D AT — VT 7 b A1)y b FED L7-Edagi o B2 254 51203,
H4OEHEH, FBEEH, MESEHIR»EEHA, Av L FIA VI D7 T 27 —DEH,
B, P77 AN ATLAOT7 7 A VER, GUIEEIC L 53, OV OfFRE, <A 5 —
L a2 WEHEPHEZ CH D 945, £970E, REFITHER L 7280 2 EE IR
LT, Hadoop 7 7 A ¥ — DML EAEHOFIHE AT — LTS,
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% 4 % Hadoop 7 724 —DEREE

(%@C Column MapR 72 2% —O&a] Ak

TV % =754 XT® Hadoop 2 TlE. 7 5 A ¥ — O 4G LB O PEREAT BL 221 C e
< =Y 20EHTE (High Availability, fi, HA) O#MFFSHL koL E T,

MapR 7 5 A2 % —Tld, ¥ —EAOMEHRKEEEFEBT 57200 HE) 7 = — L+ — 35— ik
BELET, oL AITHI21E. ZOH—EADILEALALETT, L FIZ. MapR 7
FAY—IIBUFAETHEEFEHT 2720 E hh— C AOLERKROMEERL F5,

=l w/MEH  FHEA

CLDB 2 TI2TAT, AY AL TIRIK2 D, —iEIZ, 3R
Ll CHRERL

ZooKeeper 3 ERBOMERHE, K3 BLE, G THK

NFS 2 BAIP 7 FLAOHB 7 ==V F—/N—, &7 —%—
/= F T

ResourceManager 2 1 2% 7774 7CHEL., B % 2% 51 THEE

WHLEE, AFBERIC. BB 7 2 — VA== TbN o L) D ORIERE L I L %
FhiEh ) A, T, AFEBED ., —EC2OLFHHEBICBWT, ¥— Y A58
LR Z R L T 2589 DOMERPLETT . S 512, MCS @ Web L[ % il -
7HHUC & 2 PR Bl B 22 T a L BRI A — Vs { e b 2% T3 Hadoop
WKIRSF, W2 5 A% =BTt FBEEREROETEE , Iy PUREC R 508
%L AL 5T L TH—FFEL H D T2 A, LEICIH L T, Hadoop @ AME
BB R N— R 2 TR T =RV AT AL VT 7L — 5 — & OB SLETT,

[(BHH#H]

MapR 7 5 X & — 2 &\t 3B A M OEHE
https://maprdocs.mapr.com/home/AdministratorGuide/c_high_availability_planning.html
MapR 75 X2 —ICH I 3BRAAMDNR N TZ 77 1 X !
https://maprdocs.mapr.com/home/AdministratorGuide/Best-Practices.html
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E5E

Spark - SQL, A U ==
’Ja“‘ 7‘577-"—90)9’.‘ 1N
Sz DF A

BRIEE Y I TF—o3hBEEERET D(ICE. Y—/I—DBH. CPU. XEUR
BLVo/\— RO T 7EHOBRSI FIARTOREITNEED FEAD, HHETHS
WY T RO I 7OBRSBIRICEETT,

HE, BRICT—FEUET BEEFE LT, A Y ATVUBIDY T bz 7HE
BENTOWET. 41V ATVEDY I I I 7K. T—IRX=ZP0oHVI DT
PHERY—/\—DAEULICEREBL., TEDREIFHMEEREE~D /0 ZRHST
CET. ERICHRTIHERICERICT—YERNEBLET. IS3LEYITDV TR
DITPDS5. BT, PNETIEDOIV—LD—IZRETEV I NI TD
—DIC Apache Spark h& D F T, AETIF. Hadoop BEDT—FUET /Y
M 1 D&LT. Apache Spark QFIBEAEICDODVWTED EIFFT.
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5-1 EvIiF—9EDEEE

Hadoop Tld. KED x86 H—N—OWNHET 1 A7 &flio THET 7 ANV AT AR L, 7
FAZ—D) ) —AERE Ay Y a—1) ¥ 7 %179 YARN & MapReduce FEEH 5 5 LB (]
MAEH ST, Ar—n7T7 20y FEEDP L TEE RNy FEUESHF 217 2 &0T
EFT, LL, T2 T A AZICEET B0, T4 A7 O ILE OB TLED
HY, INPUBEEROAN—T v MIREGEELET, H2221E =a—-Fh0tky b T—2

LBV Ialb—va rRRWEETIE, 7RSI ACBTS [HDELUAE] (Ieraton) 7°%
HAaEnFEd, f0 %X LAFA MapReduce TEFTTH E, BRI L1271 A7 EOFiAHE EN
FEL, 71 AZ 0L {OFHAPRLEINTLEVET,

T LB A EEILTBICIE, BT TANVATLADT A AL YO R TELITRS L,
CPU WA EN T — S A RBETILEFHDET, AE) LTV E2RBTLET—F7 7
Fxild, A v AEYREMHEN, EETIE, RBEEEORN RN LESRADEZ Ehb, T—%
N=—AHA Y AE)RITHEAINLZLIWAITETET, TOFTH, A= 77 MO
TEIZBWT, GHEENE LA Y AE)HOY 7 o7 & LTH%ALR S DI Apache Spark
BhHh F9,

5-1-1 Apache Spark &l3?

Apache Spark {&, 2009 12917 7 4 W =T KE/N— 27 L — LD Algorithms, Machines and People
Lab (GBFR AMP Lab) I[2BWTC, ¥y ¥ F—Fa3iHOT 7 r— 2 a AEiFichgfEsng Lz,
ZF D, Apache 2 3 2 =7 1 IZRME SN, 2010 A - Ty —2banfZ Eh b, HHRF
DYy FF—FFIMFEIZHOND L5 12% ) F L7z, 2018 4EFAE D, Spark 1, Apache 2 3 2=

T2 Lo THNWIZHRFED SN TWE T,

Bl Apache Spark DI AT L

Apache Spark 21X, SQL 7 ') — 1.2 ¥ > Td A Spark SQL X, #M%=E 7 4 77 ) MLlib.
VT FALERENETF—5 %A M) — 3 ¥ 74§ % Spark Streaming, KED Y F 75—
¥ E S 5T L—AT—2 GraphX, # LT, Ml IFIH &5 R Sifid 5 Spark % 1
+ % SparkR #fiii 2 TWE ¥, 72, Spark (21, Scala LIHINZ SHEIEES L TEY , oFF
BoTar7 s 32 7HEERIEH, Scala DAMZ S, Python, Java IZb e L TwWET (K5-1),
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@5-1 £y JF—2MBOSRE

095 =>/2 S5 : Scala, Python, Java, R
: Spark Spark
MLIib SoL Streaming GraphX | | SparkR
Stoso— || e 2 onn S AR
Apache Spark®@ 7 I >> >

Y ¥ i

£ 5-1

=/ 7 i

Apache Spark DT 3 A7 A

Y

H Hadoop & Spark ORE

Hadoop 128 C, 7— %I Hadoop 7 7 A Y — %W T H K/ — FONEET+ A7 Liz7ay

Bl SN TEER - RE SN OPHEHTT . —F7. S ELRESEO L) LR LKL
HafdE L5 Spark Tld, HR7F—% &2 A2 FICEEL. 1 ¥ A2 THHLE LT ET,
T—3%2AFY) LICREL, A Y AEYTT— 20T 5720, FEICHERETITL T L
LCHIHC& %9, Apache Spark 77U ¥ =7 M@ Web A4 M THMM STV FE T4
T A v 7 GEGHT & MEEI A ML TlE, Hadoop T MapReduce % {8 9) @2, Spark @A » #

FABIIREICEEICLETEL I PMEN TV E T,

ovA

Apache Spark 7O =7 b® Web ¥ h® URL :
https://spark.apache.org/

Apache Spark FRIZHMTEE L, Hadoop 2%45HE V) b DTS Y /A, TT 2%, Hadoop
THEFR D MapReduce % fd o 7= 53 iiEFIAHE O 711 7 5 2 % £I7F 2 O L [AFEIZ, YARN ETA ~
ARV OTO 7S L%V a7ELTIHAL, Hadoop D77 7 A VI AT 4 EIZRE ST
WHEAT—FEWNIR) ZLHWAFETT, 200, THT—FT77FxD AN v bEREIPT
EVIIEENS, Hadoop DL Y AT A EfAEDLET Spark ZFIHT A2 e 0505 Hh 4
Ao REETIX, Hadoop D7 7 ANV AT LD T— % 2T 2E#EL T & LT, Hfl%E
28 A 72 D56 Spark OFHFEEFHL 7,
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BE5%F Spark-SQL. A hU -3V, F5T7F—aDMIR, HEBOFIE

5-1-2 Apache Spark OEf{ERIE

KETLAETIZ, Apache Hadoop 7 7 A % — EC® Spark DFH L% 3 L F 325 FORIII.
Apache Spark El{AD BARM 2 B EBRBEC L 2402 K2 HHICHA L E 4,

Apache Spark (3, 1 GO Y — N—72F TR T A Z & b AEETT A5, — V7 MO
SATFLELTOMETEETY, A7y — 77 MIOHEE LTIk, YAy —/—FET—4—
=PRI, v AY—/—FTId, Spack 7T 7V 75— a Y OREOI-HOOEH 7O L AR 7
FAY—OFEEEAT) / — FTT o Hadoop FRIC, ¥~AF—/—F&U—H—/—FEfET1D
Dy FAY =ML, Spark 77 X2 — LI E 4, Apache Spark (X, T—H—/— F%&K
HIZHER, A =7y b Ay FHEONAET —F T 7 F v T, Hadoop RIS, 7—H—
J— PR T ELEY, VA —/— FTld, 2—F—DSpark 77 ) r— 3
YA AEITHEB LIS (®5-2),

+ x86H5—/){— ! BERRAZ—OFCPU, XKBEEATUZER
SV e Es ) : 10GbER| EZ3s < HER
« H—){—0s : RHEL, CentOS, Ubuntu Serveri: & THif
A-T>V—-X : Java, Python, Sparkix EDIN\—=3 > &Hi—
+ HDFS, MapR-FS : F—49REBIEMELTILABEND
Spark Spark Spark Spark
RAZ—I)—F 9—h—J—k 'J—t—J 13 o—h—-J—K i 0747/|~ TS

HERY hO—JHE

C F=FRRAYF :10GbE 3
. HERAAYF {1GbE BE/ -k
« RAY—J—K(F—%M)  :10GbE

- RS- K(mam) 1GbE

« O—h—J—K(F—%M)  :10GbE

» D—h—/—F(EEA) *1GbE

- EEJ-F 16

bE
» OSAPL RS 2(T—SM) 110GbE
» DSAFRISI(EEA) 1GbE

[ 5-2 Apache Spark DX &Z—/—RK&TJ—h—/—K

RAY—/—F, T—A—/—F&biZ, — 7% x86 F—/ =TI S F 9%, Apache Spark
DBRBETEA X AEVICE B Z LA EFZE L., BEREHEI L I T7H D%\ CPU L X
BHEATYEERTELY —N"—THETRETT, 7 —/— FHEIE, 10Gbit 1 —H+ v b
hEo@mEnfry—ai s FEFRT20FEWTL LI, 08122V TId, RHEL, CentOS,
Ubuntu Server 72 & DCERIZ: Linux OS TEIfEATFET T, Red Hat 5% OS Z KA T 2354
INA NROFFMEA T ) ~OHIER T 7 AWy AT LOWRER EOESD 6, T& 571 RHEL
7x % CentOS 7.x 72 EDOWHM O —/3— 0S ZfivE T, £/, 0S D/3— 3 | Java, Python,
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ZLT, Sparck 2 &EDA—F V) —AVT MT 2T ONRN—=Varii, YAY—/—FET—h—
J=FTH—LTBLOFLIVWTLL I,

5-1-3 Spark ® Driver 7045 L& Executor

Apache Spark Tld, 77 7r—3 3 »OFETOMMA X IHS Driver 710 77 L & Executor % H
T BULEHNHY 9, Apache Spark (25T 5 Driver 707 7 AlX, 77 r—3 3 »@ main
HEENTAHTOLATHY, Java 7UY F L TF, Driver 70 % 7 1%, Spark 2 ¥ 5 F A b
(SparkContext, 707 F ADY —A 32— FRTIE [sc] EFEBENFET) LIFENAF TV =2 b
HEWLFd, —H. Executor ix, T—H—/— FTHEL, BEWIGEF LAY, R E2HE
Tl 2BV FHLRBA ML=V EIHLT— 5 ZRIFL £, Driver 7075 413, £ D Executor
TWOF A7 2ETTLPERETLIHAZHoTVET,

Apache Spark Tl Driver & Executor IZFI N B TH ATV ERLZEDT 7)) r—=2 a X OFELTH]
BHRMERRICAKE (EE L5, T15H O Driver % Executor (&, Apache Spark 732t 2% E 7 7
ANT, RNFRA=F—L LTI FAY —OFEHENEMIZEDE T, /2. 2—F—2%Spark 7
TNr—va EFEATHEICD, WRMICHEETRTT (E5-3).

DSAH—IF—Tv— Driver70295 A
+ Standalone
-+ Apache Mesos SparkdA>FFA b I
+ Hadoop YARN

Executor Executor Executor

I—h—J—k

—/ =

5-3 Apache Spark @ Driver 70 % 7 L & Executor
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5-1-4 JIFRI—=IR—=T¥

Apache Spark Tld, 7 I A Y —&fFkD ) V- A% EHIT LI SAZ—< X2 —J v HEE L, L

TO3 54 THHFLELET,

218

Standalone : Spark 72\ TRBT 3L TNV h V7 X 84— x—T v
Apache Mesos : Apache Mesos BT 575 X 84— -+
Hadoop YARN : Hadoop 2.0 LIETHHE N TWB Y V- ¥ —T ¥

@Standalone

Standalone {%, Hadoop @ YARN DL A % F|HET12, ¥ 3 7% Spark DA TH AT S
E— FT¥, 072 Hadoop % VB L W, Spark DATA ¥ AEVMEETZE S, 7272
L, A ¥ AT)THRILEF— 71, BALDDBT, £7IFA%—/—FrbBRTLZ
EHADTR Tz, Hadoop L7 7 A VY AT AL EIEE L2 0 %FH L, Spark @
a7 ERALE T,

@ Apache Mesos

Apache Mesos (&, Apache Mesos 70 =7 bR $ L7 FAF—< A2 —-I ¥ THY, I
AT D) = AEBRLEERITI) V7 MY 27 TF, Standalone Tld, a3 7R ALK
==y T ALY =)= A% LT EHOIZH L, Apache Mesos % i > 72 Spark D ¥ 3 74k
ATIE, Apache Mesos DY FAY = A=V ¥ PENIs FAY — /) — FD) ) — A% Spark
PaTICEHNETES, ZRILEY, 7725 —2fR0BFEORDFANHETE T,

@Hadoop YARN

Hadoop YARN (&, Hadoop #3235 YARN (1) V— A<+ —2 v) %flioC Sparkk D ¥ 3
THEBATHE—FTY, —f%IC YARN E— F LI, YARN 215 T Spark D 3 7%
AT 5Z L% [Sparkon YARN] &\ F 3, Spark on YARN Tld, Apache Mesos L2,
Hadoop PEE® YARN 1)V — A7 4 — 3 ¥ 7% Spark ¥ 3 7IZEFEAH Y ¥ TE T, Spark ¥ =
7%, Hadoop ® YARN HFHTD Y a 7 LT kHND 728, YARN ) V— AT A —T ¥
DOEMME R &A% Spark ¥ 3 7O A, FAT, M T 4 EOREX #FETE ¥, Hadoop 7
FAY—IHEATHY 3 TEHEZ YARN Tfi— LT 5 X9 &Y A7 A8 TlE, 2 Spark
on YARN Z*FIHH s ¥,

INLD7FAY—<A—Vxld, Driver 7R 7 7 LH0F2 Spark AV TFA MR T —H—J —



@ 5-2 Spark on Hadoop 3 7 5 X 2 — DIEEE

FERLDHLY 47V, Spark L THEATT L7 7 r— g ¥ |2 Executor ZF ) BTEHHHEZHS
TwEd,

FEAEIE, 2@ 3212MA, Kubernetes (7 —/ VA7 1 &) LIFENL V7 7 =7 bRy %
HR—= FAEGE STV E §, Kubernetes (X, Docker 2 ¥ 7 HCfFE s L, Bal7 7)) r—
Va YEREOBEE HEMET A7 D T T v b7 4 — 4 TF, HIE, [Apache Spark on Kubernetes |
EIFIEN A GitHub AFFE L. MM ZRAE TV E S,

5-2 Spark on Hadoop 3 95X 5—0Di&E

K ClE, Hadoop3 7 7 A % — 11Z Apache Spark % 555 - FIH T 2 RN HE 2N LE T,
Alld, AT ABELMS A TBIREDERERD /3T A—F —THEL T, EEOR
FRECE, LEICDLT, SFEEELNT AV —4AETLLEFH) 7,

5-2-1 Apache Spark 75 X9 —0DIgE
Hadoop3 7 7 A% —DTAY —/— FIZ Sparkk YA ¥ — / — F&f#K L, Hadoop3 7 5 A% —
DI—H—/—FiZSpark 7—#—/— FEMHRLET, ®E-1 12, SMEERT LAY —/ —

FeT—d—7—=FOY7 }Y =7 OWHTT,

51 YAZ—/—RET—A—J/— KDV T by T7OHEK

YIZhIzTFACRE—Fb EEs] N—3>
oS CentOS 7.4.1708 (AH TiX, CentOS 7.4 & FKid)
Hadoop = > &/ » Apache Hadoop  3.1.0
Spark T ¥ ¥ Apache Spark 2.3.0
2
(ﬂ\j Column O—AHIE—FDOA X b=

Apache Spark 2, Hadoop # 5 A# —LIZA YA =NV L, A=/ —FEJ—Hh—)—
Fohd 72725 —%2BELETH 15O —N—C4 VA= NTEHILLHDET 1
BOF—N—THBSELHAL. EANIZIE, v 25—/ —FOH—ERLT—H—/—F
DI —EZOWM G 2B S F 9, 15T S 7z Apache Spark T, Spark A52{k3 % b
WEEE T 4TI, 777y =V EPRNTES 2o, HEe MR T A L
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BE5%F Spark-SQL. A hU -3V, F5T7F—aDMIR, HEBOFIE

LTHMERES, 72750, AF—A T b2y MiEshhnie, £ Y AE)ICE5E
WEHL R RO HEE, B — FO ¥ 5 A% —Hi T Spark # B3 50 ELH D 4,

B DNS ~DOEfR. HBLX. /etc/hosts T7 1 ILDEEE

Apache Spark Tld, Apache Hadoop & [AJ}§IZ, 7 74 7Y P/ — K, YAF—) —F, T—d—
/= FF_TIZBWT, DNS == 2 X B HFIRFAME TS o DNS H—/3— 12 X 2 LAl ik
MTELRWVIGEIE, &/ — FD/etc/hosts 77 AN, 7T AY =ik T 548/, — FDKRA b
FHEPT FLAOWIEERE L TELLENH D 7,

W Java D12 b=l

Apache Hadoop 7 7 A% —\ZT 72 ATE 5, 774 7T ¥ M~ @ n0120.jpn.linux.hpe.com T
TEELE 9, root RO a~< v F70 v 7 ME, [#], —fkr—F—07o 7 M, [$] TEKL
F9, Hillclush 3= FEA YA =L, &£/ — FTUID & GID #[{]—®—f1—H#—
EERL, &£/ —FONRAT— FAN R LTSSHERTE 5 L HIZLTHBWTL LS, Hadoop
7GR —DREIIBVWTTTICA YA =V ERTWAIZTTT A, Apache Spark % B9 12
iE, Java BLBEIZRLDT, FAHIZA VA=V LTBEET,

# hostname
n0120. jpn.linux.hpe.com

# clush -g cl,all \
"yum makecache fast &% yum install -y \

java-1.8.0-openjdk \
java-1.8.0-openjdk-devel"

B Apache Spark DAF LR

Apache Spark & 3 2. =5 1 @ Web 1 b %5 [spark-2.3.0-bin-hadoop2.7.tgz] * AFL £
o ATF L7 spark-2.3.0-bin-hadoop2.7.tgz ¥ &/ — F®/opt T4 L 7 FNIZEBHL T,

# whoami
root
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# wget \
https://wuw.apache.org/dist/spark/spark-2.3.0/spark-2.3.0-bin-hadoop2.7.tgz

# clush -g cl,all -c ./spark-2.3.0-bin-hadoop2.7.tgz --dest=/root/
# clush -g cl,all "tar xzvf /root/spark-2.3.0-bin-hadoop2.7.tgz -C /opt/"

B RIEEHORE

Apache Spark D FE#EF & tar 7 — # A 7% BT 5 &, spark-2.3.0-bin-hadoop2.7 74 L 7
kAR SN E T, $HOME/.bash_profile 2 Hadoop D ERIE%5 % [HADDOP_HOME | %4l (7%
EENTWEDPERHRL FT,

# clush -g cl,all -L "grep HADOOP_HOME= $HOME/.bash_profile"
n0121: export HADOOP_HOME=/opt/hadoop-3.1.0

[ .bash_profile| ZERIEZ%L [SPARK_HOME| & [PATH] %ZBFLL F 9.

# cp $HOME/.bash_profile $HOME/.bash_profile.bak
# cat >> $HOME/.bash_profile << ’__EOF__’

export SPARK_HOME=/opt/spark-2.3.0-bin-hadoop2.7
export PATH=3SPARK_HOME/bin:$SPARK_HOME/sbin:S$PATH

__EOF__

# clush -a -c $HOME/.bash_profile --dest=$HOME/

FfElZ, —f%2—4— koga @ [ .bash_profile| |[ZHEEEHEIHELTBEE T,

# su - koga
$ whoami
koga

$ cp $HOME/.bash profile $HOME/.bash_profile.bak
$ cat >> $HOME/.bash_profile << ’__EOF__’
export SPARK_HOME=/opt/spark-2.3.0-bin-hadoop2.7

export PATH=$SPARK_HOME/bin:$SPARK_HOME/sbin:$PATH

__EOF__
$ clush -a -c $HOME/.bash_profile --dest=$HOME/

$ exit
#
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#5% Spark-SQL. R hU—3 27, I35 77— 2R, HEBOFA
fE¥DEND 2D, 7547 b<dy BT, BEERZO—-FLET,
# . $HOME/.bash_profile
BRSO $SPARK_HOME DNE TR L T,

# clush -g cl,all -L "echo $SPARK_HOME"
n0120: /opt/spark-2.3.0-bin-hadoop2.7

H slave 7 7 1 ILOERE

Sparkk 7 FAY —DJ—H—/—FDY A&k L7 slave 7 7 f LV EIEB L., &/ — FIC
TJ¥—-LTT BT, 7=/ —F23BETHRT 58D slave 7 7 4 VOIERHITT .

# cat > $SPARK_HOME/conf/slave << __EOF__
n0122. jpn.linux.hpe.com
n0123. jpn.linux.hpe.com
n0124. jpn.linux.hpe.com
EOF

# clush -a -c \
$SPARK_HOME/conf/slave --dest=$SPARK_HOME/conf/

W spark-defaults.conf 7 7 1 ILD{ERE
&/ — FIZBW T, spark-defaults.conf 7 7 4 VD/8F A —¥ —%2FELFT,

# cat > $SPARK_HOME/conf/spark-defaults.conf << __EOF__

spark.master spark://n0121. jpn.linux.hpe.com:7077
spark.serializer org.apache.spark.serializer.KryoSerializer
spark.driver.memory 2g
spark.executor.memory 4g
spark.yarn.archive hdfs:///spark
spark.yarn.jars hdfs:///spark/*

EOF

LF2iZ, Spark @ Driver 7’1 77 A2 ) BT A AE )% m% 2GB, Executor [ZE] 1) 24 TA A
& AGB IZHREL TV AHITY, T IGB ARRESN TV L7720, KEE A€ 2
LT AHE413, Driver 707 7 4 L Executor [ZE] ) B TH AT HETHRINIIRET 54 L
DOFREFPEIZ R D F T, 72720, FEPEIZIE, Driver 7104 F A% Executor (2E] ) K4 TH AE)
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3

HE7Z1T T £, Executor D% Executor 25FIH 95 CPU I 7 ¥ L oikE b THET T 2
VENHD 7,

1 ZDMMDINT X —&—IZDVWTIE. Apache Spark DLITF® URL IS Eh TV E T,
Apache Spark @ Web # 1 k CAB& h T3 [Spark Configuration] :
https://spark.apache.org/docs/2.3.0/configuration.html

spark-defaults.conf 7 7 f V& &/ — FiZa¥—LFd,

# clush -a -c \
$SPARK_HOME/conf/spark-defaults.conf --dest=$SPARK_HOME/conf/

B HDFS ~N® jar 77 ILDIE—

spark-defaults.conf 7 7 f W23\ T spark.yarn.archive |/$7 A — % —(Z[hdfs:///spark]
FIELTWET, HDFS O/spark 74 L 7 b )12 Spark B8 D jar 7 7 A VEFEL TE (2
ET, Spark Y a TR A SN LN jar 77 A WAHTHDFS ~ 2 ¥ — SN2 BT 5 2
EDTE, Va THRACHDLIGE % EHiTE £3, spark-defaults.conf 7 7 1 LTk L7z
[spark.yarn.archive] 787 A — % —|ZFFEN L\ & 912, Spark [HH# D jar 7 7 1 )L % HDFS E
D/spark T4 L7 b)IZa¥—-L T,

# hdfs dfs -mkdir /spark

# hdfs dfs -put $SPARK_HOME/jars/* /spark/

# hdfs dfs -1s /spark/

Found 209 items

-rw-r--r-- 3 root supergroup 16993 2018-04-07 21:50 /spark/JavaEWAH-0.3.2.jar
-rw-r--r-- 3 root supergroup 201928 2018-04-07 21:51 /spark/RoaringBitmap-0.5.
kil giene

M spark-env.sh 7 7 1 JLO{ER

spark-env.sh 7 7 A WE/EH L £ 3, Spark 7 7 A ¥ — B IC T — F SN 2 BB E 05 H
NFTA—F—ZERLET,

# cat > $SPARK_HOME/conf/spark-env.sh << ’__EOF__
HADOOP_CONF_DIR="/opt/hadoop-3.1.0/etc/hadoop/"
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8 5% Spark-SQL. A MU -3 577 2DMIR, HHEBEOFIE

SPARK_EXECUTOR_MEMORY=4g
SPARK_WORKER_CORES=8
SPARK_WORKER_MEMORY=6g
SPARK_DAEMON_MEMORY=2g
SPARK_DAEMON_JAVA_OPTS="\
-Dspark.kryoserializer.buffer.mb=10 \
-Dspark.cleaner.tt1=43200\

FEIE, HLEFTHTHY, T—H—/— PR BWHY— "—D CPU I T L AT)ER
ko TR A—F — DN R -OFEEL TS, Z7AVEERLAES, £/ —Fi2
jE_LiTo

# clush -a -¢ \
$SPARK_HOME/conf/spark-env.sh --dest=$SPARK_HOME/conf/

B Spark DY A y—H—EXDICH)

Spark Tli, ¥ A% —/— FO#EIA 7 1) 7 b start-master.sh ZSHESIN TV E 5, Fdfl.
YAy ==V ALEET A start-master.sh A7 ) S ONAEMERELET,
# clush -g nn -L \

". $HOME/.bash_profile; which start-master.sh"
n0121: /opt/spark-2.3.0-bin-hadoop2.7/sbin/start-master.sh

YA —H—¥ A% Spak ¥ A ¥ —/ — F (40, n0121.jpnlinux.hpe.com) TEFL L5,
F—ME, 7077 F#FH L F 9, start-master.sh A7) 7 M2, -h A7 a r2fEEL, v A
y—J—FDOFRAMEEMNGLES, $/2, pA T3> T, F-bEFEMHG LT,

# clush -g nn \

". $HOME/.bash_profile; \

start-master.sh \

-h n0121.jpn.linux.hpe.com \
-p 7077"

YA —/—=FT, Java® 70+t A [Master] 7SEETE T A% LET,

# clush -g nn jps | grep -v Jps
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n0121: 55277 Master

B AL—=JY—EADEH

YA == FEREBEIZ, T=H— /= FDAL =7 — VY AEHT 5 start-slave.sh A 7
V7 MEHESNTVWET, AL—7H—UEA%EHET 5 start-master.sh AZ ) 7 FDINA%
AL E 9,

# clush -g dn -L \

". $HOME/.bash_profile; which start-slave.sh"
n0122: /opt/spark-2.3.0-bin-hadoop2.7/sbin/start-slave.sh

AL =7 —EA%ZEE LI T, start-slave.sh A2 ) 7 P Tld, YA ¥ —H— A%
THHRAIDTOTT HFER—-FefEEL T T,

# clush -g dn \

". $HOME/.bash_profile; \

start-slave.sh \
spark://n0121. jpn.linux.hpe.com:7077"

FTRTOT—H—/— FIZBWT Java® 7 It A [Worker| 2SEE TEX TWADLZHEEL ¥,

# clush -g dn -L jps | grep Worker
n0122: 2043 Worker

B Spark 75 X5 —0DIKiERSR

LLET, Spark 7 7 A% —HHETE T L7z, Web 77 7HH 5 Spark 7 7 A ¥ — DIREEZ g2
LTAET, Spark 7 5 A% —OIREZR MRS 51214, [http:// TR E—/ — KDKRR h&:8080]
77 ALET (E5-4),

225
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Spark’ Spark Master at spark:/n0121.jpn.linux.hpe.com:7077

arkers (3)

Worker 1d Address State Cores Momory

Running Applications (0)

Compieted Appiications (0)

od Staie Buration

5-4 Spark 75 X2 —MDiKEEE Web 7' 7 ¥ THER

B Spark 75 X5 —ODE{EiE:?

Apache Spark @ Scala SiEa o> T, TFA M7 7 A NVOITEEBZ THE T, FallcHGE %
BTFAPZ7ANE I =W —DFR—=LT 4 L7 PICHBELTBEF T, Linux &4 ¥ &
P =T % L fusr/share/doc T4 L7 PYLLTFIL, 770 r—2a »TLZ74 L7 M)A
ANTEY, SEFEFRFFa 22 MEPSRTFENTVETOCT, README L EDTF AT 71
WEF Y TNE LT, L —F—koga DR —LF (L7 F)ICIE—-LTBEET,

# hostname
n0120. jpn.linux.hpe.com

# su - koga
$ whoami
koga

$ cp /usr/share/doc/glibc—*/README $HOME/
F31%, Spark #4312, README 7 7 4 WODATEEBZ THE T,

$ pwd
/home/koga

$ wc -1 ./README
80 ./README

@ README 7 7 A Wid, 80T TH LT &H b0 £9, 2RIZ, Scala &> T, Hadoop D4
W7 740V AT L [HDFS) LEICIRE L7 README 7 7 4 VO 2 R TAHAE T, 9.
README 7 7 4 V% Hadoop 7 J A % — @ HDFS ®/user/koga’ 12— L F 3,
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$ pwd
/home/koga

$ hdfs dfs -put ./README /user/koga/

1 HDFS ®/user/koga ¥, FaICIER L. I—HY—koga W77 EATEDLIICHEL THL 2
ErHYET,

Scala ¥ = Lz B L ¥, Scala ¥ = &, spark-shell I~ FTEEIL T,

$ which spark-shell
/opt/spark-2.3.0-bin-hadoop2.7/bin/spark-shell

$ spark-shell --master spark://n0121.jpn.linux.hpe.com:7077

Spark session available as ’spark’.
Welcome to

/o~ o _____ /.

e W L WE s B il U

Bl o Nl NG Tiaslem 2,50
/_/

Using Scala version 2.11.8 (OpenJDK 64-Bit Server VM, Java 1.8.0_161)
Type in expressions to have them evaluated.

Type :help for more information.

scala>

[--master |+ 7' 3 ¥ D% [spark: // TR E—/ — FOKRZ bEZ:7077] 15 L £ T, Scala
Y VHSEEIT S L, TO YT AT [scala>] (2D ) WEEEIORIEATTEEIC R D £ 97, Scala
T2 VT, %I ED README 7 7 A VOT A 71 » M 51213, LIFO L 9 12 sc.textFile("
Z7ANDIA ZHEL, BRITEMHL IS,

scala> val 1ine0001 = sc.textFile("hdfs://n0121:9000/user/koga/README")

2L 1ine0001 Z o T, fTHE I Y X P LI ¥, THRE Y ¥ P21, ZHOKZIC
[.countQ)] 5 LFT,
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scala> 1ine0001.count ()
res0: Long = 80

scala>

PLET, sc.textFile() TitAihA 72 HDFS @ fuser/koga/README 7 7 4 )V %, [Long = 80]
ERDIELWEEIEONL ) TT, Scala ¥ 2 VAR TT 52T, [sys.exit] #FATTLEFT,

scala> sys.exit

$

M Scala [CSIF3/\y FILIE

FED Scala 7O Y F R TAHLIZABEEZ 77 ANMIRFELTHBE, Ny FUE$TLZ L TE
F9, Scala SFETIEM L7z 7 74 v & T — F¥ 51214, spark-shell 37> FIiZ [-i] #7733
YEEEL T T, LUFId, HDFS 0 /user/koga/README 7 7 1 W DATE%Z #1777 b+ 5 Scala 7
0% 7 L [linecount.scala] % {EM L, spark-shell TETTLHTT,

$ hostname
n0120. jpn.linux.hpe.com

$ cat > linecount.scala << ’__EOF__’
val 1ine0001 = sc.textFile("hdfs://n0121:9000/user/koga/README")
1ine0001. count ()
sys.exit
EOF

{ER L 7 1inecount.scala % Spark [ZH — F L, HDFS @ /user/koga/README 7 7 4 W DITHL
Ay PLET,

$ spark-shell --master local[8] -i ./linecount.scala 2>/dev/null

res0: Long = 80
$
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5-2-2 A VAEVNEDETH

A AEVRHEOFIE LT, @ ELAEZITH)ESTHIVOEICILEY Ial—Ya &R
W EiFEd, 7 AV uiECHBZEE K S python 71 77 L 1E, Apache Spark @ tar 7 — 7
A 7RI TWET (LD URL 226 3 AFAHETY ),

ELTHNOETHEZREKD B python 705 Z L pipy -

https://github.com/apache/spark/blob/master/examples/src/main/python/pi.py

FERHZ Spark 7 T A Y —Zpi.py AL, A ¥ AT)RIIZL ) HEFOEDMEZEHEL T
A FE T Python 7155 4% Spark (24 AT 5121, spark-submit I ¥ FEfHL F ¥,

[ --num-executors | T, Executor D¥{ %, [--executor-cores| T Executor |2 ) 24 T% CPU
ATRERELI T, SNOT7) =2 a Y RBRRIC L o THEFLELR T A—F —TT,

$ hostname
n0120. jpn.linux.hpe.com

$ pwd
/home/koga

$ spark-submit \

--master spark://n0121.jpn.linux.hpe.com:7077 \
--num-executors 6 \

--executor-cores 2 \
$SPARK_HOME/examples/src/main/python/pi.py 999

Pi is roughly 3.141...

A Note )V —ZAFREADIIS

Spark @ ¥ a 7% ¢ A, [Initial job has not accepted any resources; check your cluster Ul
to ensure that workers are registered and have sufficient resources] &\ o722 v £ — 8
FOREN DL H{IE. $SPARK_HOME/conf 74 L7 bV DL N @ spark-defaults.conf 7 7 1 W &
spark-env.sh 7 7 £ MK L7235 A— ¥ —%Fx v 7 LT 728\ spark-defaults.conf
7 7AW spark-env.sh 77 A WD TF A —F —nERLHAE, YA - -V AL
AL—T7H—EAZIEE) L TL S,
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(j‘@ Column E>FAhrO-3Iab—g&ld?

ErVFALOE (BErFArg s v Ial—ay) i3, GLEEMo TEMBEERDL Y I 2
L—3 3 YHEETH . B, BT AIHERTeE . ZoEYFA L aEERH
T MEE oM ERDZZEHFTETT, T TN EE, EHEORIC R
ZE0T, MoWMZE S SoB L. Mok -olzs zh ez, EhE
DOWRIZH LT, MDA 2R OROEE A2 FNT 5 2 L CHEEOI B % K 55
HTd. B5-50K 912, -l 2r OIENBICNET 2 55 r o2 AT % &, IEAEOMm
flild2r x 2r TH Y, MOMifilEr X r X r T, MONfin X r x r LIENBEOMHE 2r x 2r
DRZEEDLE, n/4150ET, WML AfFT5L n=4 ¥ ELY T 5. MAHLIEE. #
TEEAMROBELLTHILIZL Y EOMIZENVTWE, MNEROEUMHIEShT§
(B 5-5)

_ AOER
n= 4 x e p—
2r FOER  _ axrxr _ g SO
2
ESROmE  2rx2r 4 - ERS2r < 2ArDERTORECBEE
| - ACHRICESRHORSENH
—) « TOESIC 4 EMFEDFARROEEUHE
2r
CESEMR (SparkIEstit) FORTRANAR (Spark3Exiiz) PythonkR (SparkidiG)
#include<stdio.h> N=1000000000 from __future__ import print_function
#include<stdlib.h> m=0 import sys
#define RAND rand()/32768.0/32768.0/2.0 doi=1,N from random import random
#define N 1000000000 x=rand() from operator import add
int main(int argc,char **argv){ y=rand() from pyspark import SparkContext
int i,m=0; double x,y; if(x*x + y * y < 1.0)then sc = SparkContext(appName="PythonPi")
srand((unsigned)time(NULL)); m=m+1 p = int(sys.argv[1])
for(i=0ji<=N;i++){ end if n = 10000 * p
x=RAND; y=RAND; end do def f(_):
if(x*x + y*y < 1.0) m=m+1; write(6,%) (float(m)/float(N)) *4.0 x = random() * 2 - 1
end y = random() * 2 - 1
- - " return 1if x ** 2 +y ** 2 < 1 else 0
“Eﬁgn‘;‘;w" 'K(double)m/(double)N)*4.0); count = sc.parallelize(range(1, n + 1), p).¥
map(f).reduce(add)
print("Pi = %f" % (4.0 * count / n))
sc.stop()
a2k : $ goe -lm -o pi pi.c AL« $ gfortran -o pi pi.f 3R{T: $ spark-submit ./pi.py 100
®iT: $./pi RiT: $./pi

M5-5 EX7FHIOETCHAZ, DEUEERES

EXFANOERERMo7Y I 2 L— Y a3 ¥R 05 Cld. C S35% FORTRAN
L EDMRESHEAIHATOL AT THH IR T T ¥, C i FORTRAN %o THfikihs
THFFVLEE % 4T 9 121d, %2, Message Passing Interface (LLF. MPD) D54 77 1) A%
fibhFd. LrHrL. MPILZflioz70s 53 » 7k, MBI L. MIEHEDSE {AMPLIZ
L BAFIFHIOFLETER LTV HDOLHETT, EHLHERUL, =2 —F Wtk v F7—
7R NTHED Ty 5 4% C ik FORTRAN Tt L TV 2D T, AT Y% &
WL E 2T NTCHBCES LEDSH Y, WIS LE L. i Tik, ¥Ial—
¥oa RPN O 5B B VT, C Sifi®® FORTRAN 723 T4 <. Python ® RD 51 7
FUREHL, HBENEDICHETEL L3000 F Lie NLANE B8, My L
Vo 72 HII T BB O IR 2 = — X b H D . Apache Spark Tid, WHLHD/=bDF 47
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FUBKME IR ENTEBY, 7uFZ 385 7 MIHBTEET, C 5ili° FORTRAN T
SEHIEHEOREED D 5 )ik, O, BWEHNOY TN Tur s AR5 4 77 ) h&xflio
T, kO TO 7 A ERELTATL S0,

5-2-3 Spark on YARN [C&35t8H

Apache Spark Tlx, Hadoop 7 7 A % — A%t 3% YARN 2 FIfiC% 3, T4k, Sparkon
YARN & I:(£41, Spark 7 7)) 7 — 3 2 % Hadoop @ YARN ¥ =2 7 & LT L ¥4, Sparkon
YARN (ZiX, YARN 7 947 ¥ hE—F&L YARN 7 5 A% —E— FHPHFHELE T,

@YARN 7 747 FE—-F

YARN 7 547 ¥ FE— Fid, Spark ® ¥ a 7 A %479 2< >~ F (spark-submit) # F24T
L7294 7 ¥/ —FTSpark @ Driver 70 77 A0 L ¥ 4, Spark @ Driver 71 77
Lk, 2947 2 MITHB L, Spark @ Executor I¥, YARN D27 5 A% — ETHE L ¥,
¥ 72, Hadoop 7 7 A% — DT —H—/— F ETHE LT YARN @ ApplicationMaster (7
TVr—aroy A OFATICET AMER) X, YARN 5D Y — AFERD 720 7207T
WAEH &4 E 9, Spark @ Driver 71 7 7 A HKIE, 7 74 7 » b TEFT S N7 spark-submit
AT FOTH L ANTETENS 20, Driver 707 7 AHERT 2 HITHRIE, 754
7Y MNEOEBENICRRENET T, EOO, TN r—2a YHBEENFT Ny FY DI
R, HWRETCREHE L WSS SIZHLZE— FTY,

@YARN 7 A ¥ —E—F
YARN 7 7 A% —<E&— Fi&, Spark @ Driver 78 7 7 A%%, Hadoop 77 7 A% — D' — 7 —
J— FLETHMBELTw% YARN @ ApplicationMaster 72t AN TR L F 5, Thbb,
Spark @ Driver 70 7" F 2., B X UF, Executor DMj A YARN D7 T A% — L CHELE T,
Spark D7 7 r—3 3 Y OfERIE, FEEMNTTIE R Hadoop 7 7 2% — I TRt S B
Y270 Web IR THEL LT, EBEOREFRED Hadoop ¥ 7 A5 —T7 77—
varela 7L L THEALGERHTASEICELEE-FTT,

UTFTit, YARNZ 547 Y FE—FEYARNZ FAZ —FE— FTOT ) r—= 3 vOFEFT
LR OMRFIEZ B FE T,
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B YARN 7547 bE—FRICLDEYFTHNLO - V22— 3 VORT

FFIE. YARN 27 547 2 FE—-FTEYFHILE - 23 ab—3a 22X 5MEEDELE
ERDBT T r—areFETLEY . Sparkon YARN Tid, [--master| | yarn Z48% T L
¥9, ¥/, YARN 754 7~ FE— FTlt, --deploy-mode | [client] #HEL F T,

$ hostname
n0120. jpn.linux.hpe.com

$ pwd
/home/koga

$ $SPARK_HOME/bin/spark-submit \

--class org.apache.spark.examples.SparkPi \
—-master yarn \

--deploy-mode client \

--num-executors 6 \

—-executor-cores 2 \
$SPARK_HOME/examples/jars/spark-examples*.jar 999

Pi is roughly 3.141...

B HICT ) r— 3 v ORIEENESIT L

t spark-env.sh 29 1) 7 k7 7 4 JLIZ, HADOOP_CONF _DIR="/opt/hadoop-3.1.0/etc/hadoop/"H* IE
ULERERI N TWAEWE, 751 7> b » 5 Hadoop M ResourceManager(n121.jpn.linux.hpe.com:8032)
L7 7EATET. Ya7OBACKBLET,

B YARN 95 A9—E—FIC&DEYTHLO - V2L —-2 3 VORIT

FKIZ, YARN 7 9 AS—F—FCT7 7V r—2ar&2FTLET, YARNZFTAF—FE—FT
lX, --deploy-mode |2 [cluster| #IHEL 7,

$ $SPARK_HOME/bin/spark-submit \

--class org.apache.spark.examples.SparkPi \
--master yarn \

--deploy-mode cluster \

—-num-executors 6 \

--executor-cores 2 \
$SPARK_HOME/examples/jars/spark-examples*.jar 999
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. Application report for application_1519215057770_0008 (state: RUNNING)
. Application report for application_1519215057770_0008 (state: RUNNING)
. Application report for application_1519215057770_0008 (state: RUNNING)

. Application report for application_1515879367779_0006 (state: FINISHED)

YARN 7 5 A% —E— FTHEIFLAZT TV~ 3 id, Hadoop D YARN 7 7)) »r— 3 »
ELTVaTgiRASN, 77V r—2aryDMWEO6AET, 77U r—Y a3 IDiE, EiLo
[application_1515879367779_0006_] TEEN DL XLTFHITY, 77V r— 3 3 » O R & L
FT212E, LTFD X912, yarn logs 37 ¥ FIZ [-applicationId| Zf}5- L, ZO#%I27 7Y
F—varDEHEELTETLET,

$ which yarn
/opt/hadoop-3.1.0/bin/yarn

$ yarn logs -applicationId application_1515879367779_0006 | grep "Pi is roughly"

Pi is roughly 3.141893324743677

A Note YARN 77 U4 —335>®O%5OHSE

yarn logs 3% ¥ F#&ffio T YARN 77V r—3 a3 o0y Zifi§ 5121, Hadoop 7
Z A% —® yarn-site.xml 7 7 £ WIN®/¥F X — ¥ — [yarn.log-aggregation-enable| &
[varn.nodemanager . remote-app-log-dir]| DiXEALE TT, yarn-site.xml 7 7 1 VAT,
/35 A —4% — [yarn.log-aggregation-enable | Ofi& LT [true] %3 % &, 4% DataNode
DT EMETELT,

$ grep -1 \
yarn.log-aggregation-enable \
$HADOOP_HOME/etc/hadoop/yarn-site.xml
<property>
<name>yarn.log-aggregation-enable</name>
<value>true</value>

o 7 OFARIL, yarn-site.xml 7 7 4 WPT, 785 A —#% — [yarn.nodemanager . remote—app-
log-dir] IZEE L7274 L7 MY (53, HDFS L@ /tmp/logs 74 L7 bYU) BTFIZT 7
Vr—aryIDo7F4 Ly MIAERESh, TohicpEshEd,
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$ grep -1 \
yarn.nodemanager.remote—app-log-dir \
$HADOOP_HOME/etc/hadoop/yarn-site.xml
<property>
<name>yarn.nodemanager.remote-app-log-dir</name>
<value>/tmp/logs</value>

$ hdfs dfs -1s /tmp/logs/koga/logs/
drwxrwx--- - koga hadoop ... /tmp/logs/koga/logs/application_1515879367779_0006

$ hdfs dfs -1s -C /tmp/logs/koga/logs/application_1515879367779_0006/

/tmp/logs/koga/logs/application_1515879367779_0006/n0122. jpn.linux.hpe.com_39531
/tmp/logs/koga/logs/application_15156879367779_0006/n0123. jpn.linux.hpe.com_34517
/tmp/logs/koga/logs/application_1515879367779_0006/n0124. jpn.linux.hpe.com_44448

Hadoop 2B 5§, Y AF AIBWTIE, /— FTEERShaa 7723 Thll o
VAT AEROUZEMAE L TEMT LI EPLRLHYIRA SOOI ) BRFHLIZTTD
Az, o - F7IUF =23 > LENE . Hadoop DHifiid, YARN 7 7)) r— 3
Y OREDMERR & yarn logs I ¥ FTHFRIWIATI 20, w7 - 77 ) r—varo
BRI R TT,

5-2-4 HDFS [CREENT—5 DNIE

MoFlE LT, Spark ¥ 7 A% —#ffi>C, HDFS |[ZRE &N727 %A N7 7 1 )V [README] #
O—FL., #OREAME IZEENLHETEORBOKEH Y > ML CAET, TTIr—var
workdcount .py (I, HiEOHIERIEE #17 > b3 5 python 70 7T LT, HiEHx 7 95
TN T 7T Ald, $SPARK_HOME/examples/src/main/python 7 4 L 7 I ' (2 wordcount.py
ELTHEEN TV ET, BUF T, wordcount.py DAJI7 7 4 & LT, HDFS IZHE#I S LT
V2% README 7 7 1 V% 48%E LT E ¥, README 7 7 1 Vid, HDFS @ /user/koga 74 L 7 V)

ICREENTVARRTTOT, ELONNAIERLTLZE 0,
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$ hostname
n0120. jpn.linux.hpe.com

$ whoami
koga

$ spark-submit \




@®5-3 Scala 7AY T 4

--master spark://n0121.jpn.linux.hpe.com:7077 \

--num-executors 6 \

--executor-cores 2 \

$SPARK_HOME/examples/src/main/python/wordcount.py \

hdfs://n0121. jpn.linux.hpe.com:9000/user/koga/README > /tmp/result.txt

HDFS |- /user/koga/README 7 7 4 WIZHE TN AHFEOHBMENA S ERRL T T,

$ sort -nr -k 2 /tmp/result.txt | head -5
the: 38

23

C: 14

to: 12

GNU: 11

README 7 7 1 MIZEH FN L RMHOHEEIX, EFAO (the] THEILhbhDTT. 4
FDOBEDEIN, FHRBRDT 7 A WA ZHhNsvE, HFED Spark DFREADDN THA
B, 7T AN ZPERELGER. WRKEEO 77 A vEa— FT 5L, Spark ZFIH LW
Hadoop @ A T OALEERE] & | Hadoop & Spark % #llA &b /- MBIFR ICIEE AR o FE 3
DT, FHLTHATLEE N,

5-3 ScalaOd5L

Spark 7 7V 7 — 3 =3 i, B SEEL LT Scala, Java, Python Tatif &1 9, Scala Ttk
EN7-7 U7 T AL, spark-shell I~ ¥ FEfoT, IvY F74 o0 E FHERAT
FATRTY . LA L, AHEEETE, WEBATRE, V-Aa—-FP5JAR 7 7 A V&Y
WEL, EWFERIZIAR 7 7 4V Effio T spark-submit 2~ ¥ FTHETT D05 KT,

5-3-1 Scala 70455 LOENREE
PLTFTIE, Scala 7O 7 FAMS JAR 77 AV E €NV FT A HEEFETHEABNLE T,

B ELRY=ILDOAF

F9Ud. Scala 7RV F LR EN T L7200 Y — L sbt # AF-L 3, CentOS 7 DAL, yum
DYEZ M) EBIMLT, N Fr—Y&2f A=V LET,
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# hostname
n0120. jpn.linux.hpe.com

# curl https://bintray.com/sbt/rpm/rpm > /etc/yum.repos.d/sbt.repo
# cat /etc/yum.repos.d/sbt.repo

[bintray--sbt-rpm]

name=bintray--sbt-rpm

baseurl=https://sbt.bintray.com/rpm

gpgcheck=0

repo_gpgcheck=0

enabled=1

# yum install -y sbt

M Scala 705 LADT « LI bUDER

4-[A)iZ, [Hello World| % /R ¥ 4 IEH ICHLAf7: Scala 7’0 %77 4 helloworld.scala & {ER L .
TN, FEITLET, 7L, hellovorld.scala 77UV T ADMEDIODT 4 L7 MY
[ /home/koga/helloworld | # B L ¥, Z® helloworld 74 L7 ML, 7O ¥ =% PO —
FFEA L2 M) ERERET,

# su - koga
$ mkdir /home/koga/helloworld

EH2, V—Aa—FxRET L0071 L2 M) EERLET,

$ cd /home/koga/helloworld
$ mkdir -p src/main/scala/com/helloworld/spark

W V—X1— FO{ER
helloworld.scala @Y — A d— F&{EREL F9,

$ cat > src/main/scala/com/helloworld/spark/helloworld.scala << __EOF__
package com.helloworld.spark

import org.apache.spark.SparkContext

import org.apache.spark.SparkContext._

import org.apache.spark.SparkConf
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object helloworld {
def main(args: Array[String]) {
println("Hello World")
}
}
EOF

M helloworld.sbt 7 7 1 JLO{ERE

Yz b@OM—1+F4 L7 M) (helloworld 4 LZ b)) EFIZZIDV 7 b7 270OE
W FIZET 5%E#HK 7 7 4 ) [helloworld.sbt]| #{EH,L £ 945, 2 helloworld.sbt 7 7 1 )
PIZ Spark RRD/N— 2 3 ¥ Fg b Scala D/N— P 3 Y FFEFLRT 5L EDH L7280, HRTIZS
NooON—Va reERRLTBxET,

$ spark-shell --version
Welcome to

ENTRNVAE/ /A G
/) N,/ / /_/\_\ version 2.3.0
1/

Using Scala version 2.11.8, OpenJDK 64-Bit Server VM, 1.8.0_161

Spark D /3= 3 ¥ FFH12.3.0, Scala D= 3 Y FFH, 2.11.8 THAH I L &IEEL DT,
helloworld.sbt 77 A NE 7OV 27 FONL—FF4 L7 N)BETICFEERLFT,

$ cd /home/koga/helloworld

$ cat > helloworld.sbt << __EOF__

name := "Hello World"

version := "1.0"

scalaVersion := "2.11.8"

libraryDependencies += "org.apache.spark" %% "spark-core" % "2.3.0"
EOF
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5-3-2 JARI77AILOEI FEET

helloworld.sbt 7 7 A WAICTE/=DT, V—A2—F&2a23f VL, Jar 774 IVEEILF
L. 77045 —vary%#ETFLET,

WY—=ZAd—FOavINT1I
V—=Ad—=RKOANA ViF, sbt I¥ ¥ RTITWE T,

$ pwd
/home/koga/helloworld

$ sbt package

[success] Total time: 365 s, completed Apr 7, 2018 2:18:45 PM
VR Lz, EREzJAR 77 A VEHERL T,

$ 1s -1 ./target/scala-2.11/

total 4

drwxr-xr-x 3 koga hadoop 17 Apr 7 14:18 classes

-rw-r--r-- 1 koga hadoop 1853 Apr 7 14:18 hello-world_2.11-1.0.jar
drwxr-xr-x 5 koga hadoop 66 Apr 7 14:18 resolution-cache

W 77U5—v3 0RT

EW B L6, 77 ) r—Ya 27 LEd, 77— a »DITIL, spark-submit
Iy FTWET, ETOBII, --class 7 73 ¥ #E L. ZD#IZ[ com.helloworld.spark.
helloworld] ##EEL ¥,

$ which spark-submit
/opt/spark-2.3.0-bin-hadoop2.7/bin/spark-submit

$ spark-submit \

--master local \

--class com.helloworld.spark.helloworld \
./target/scala-2.11/hello-world_2.11-1.0.jar
Hello World
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5-4 Spark on MapR 5 X5 —0Di&EE

Apache Hadoop 3 7 7 A % — Tld, Apache I I 2 =7 1 #5Eft4 % Spark % 1 » A b =)L L ¥
L7 —Ji. MapR 7 7 A % —Ti&, MEP (MapR Expansion Pack) T Spark ® RPM /% & — ¥
PRSI TEY, IEFICHEIZA YA b=V T&F 3, PLFTIX, MapR If{® Spark % MapR 7
FAY A VA= NTHFIEEMMALET,

T AETIE, BBICHY AL OERY . Apache 33 2 =7 1 li® Spark % Apache Spark &FFOF, MapR
W RET S Spark /¥y r— T & MapR kR® Spark EERZ EIZLE T,

5-4-1 Spark \wT—IDA4VA =L
MapR 72> 53 ST w5 Spark /8y r—J% A Y A M= LE T, clush 2V FHFETT
L0947/ - FTEELEY,

# hostname
n0130. jpn.linux.hpe.com

# clush -a "yum install -y mapr-spark mapr-spark-historyserver zip sshpass"

A YA F—NL7 Spark Xy F— TV EHERLE T,

# clush -alL "ls -1 /opt/mapr/spark/"
n0131: total O
n0131: drwxr-xr-x 16 mapr root 246 Apr 7 19:51 spark-2.2.1

Rt D, Spark22.1 254 Y A b= ENTWEZ EADA) 3, Spark #F)H T % mapr —
W ICREERERELE T,

# clush -a \

"cat >> /home/mapr/.bash_profile << ’__EOF__’

export SPARK_HOME=/opt/mapr/spark/spark-2.2.1

export PATH=\$SPARK_HOME/bin:\$SPARK_HOME/sbin:\$PATH
__EOF__"

# clush -al "grep SPARK_HOME /home/mapr/.bash_profile"
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n0131: export SPARK_HOME=/opt/mapr/spark/spark-2.2.1
n0131: export PATH=$SPARK_HOME/bin:$SPARK_HOME/sbin:$PATH

# clush -a "chown mapr:mapr /home/mapr/.bash_profile"

B JAR 77 L ILOECE

Spark on YARN (&, 7 5 A % — / — F®IE MapR-FS 125 £ T2 Spark JI?D JAR 7 7
ANEFEHLET. TOJAR 7 7 A V% MapR-FS [ZHEMI L THIE, 77V 75— 3y OFET
FRC7 7 A N ERAGEFTIEL 20, ¥ g 7TETRB ORISR TE £, LTI, Spark
D JAR 7 7 4 V% MapR-FS FIZfRfF3 2 FIEA R L E T,

¥9. MapR 7 7 AY — /- FLOBWBDIAR 77 AV H—Dzip M7 7 A VICLE 5,

# clush -w n0131 \
"cd /opt/mapr/spark/spark-2.2.1/jars; \
zip /opt/mapr/spark/spark-2.2.1/spark-jars.zip ./*"

{EL L7z zip 7 7 A )V % MapR-FS @ /user/mapr 74 L' 7 MV IZa¥— L, Fif &% mapr, P
HEZNV—7% mapr ICEFELET, #FA4 7 b~ Thadoop IV ¥ FAFIHTEL LI IZE
BilZMapR 7 54 7 ¥ POBEET>TBWTLHEEW, L2547 ¥ b7 T hadoop I
Y RPHHETELRWEEIE, 75 A% —/— FLEThadoop I~ ¥ FEETLET,

# clush -w n0131 "hadoop fs -mkdir -p /user/mapr"

# clush -w n0131 "hadoop fs -chown mapr:mapr /user/mapr"

# clush -w n0131 \

"hadoop fs -put -f \
/opt/mapr/spark/spark-2.2.1/spark-jars.zip /user/mapr/"

# hadoop fs -chown mapr:mapr /user/mapr/spark-jars.zip
# hadoop fs -1s /user/mapr/spark-jars.zip
-rwxr-xr-x 3 mapr mapr 158873157 2018-04-07 21:14 /user/mapr/spark-jars.zip

B spark-defaults.conf 7 7 1 JLD{RE
spark-defaults.conf 7 7 A V% 7547 b<wriza¥—LFEFT,

# hostname
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n0130. jpn.linux.hpe.com

# scp \
n0131-mgn:/opt/mapr/spark/spark-2.2.1/conf/spark-defaults.conf /root/

spark-defaults.conf 7 7 1 Wilzip 7 7 A WX ARG L £ 7,

# cat >> /root/spark-defaults.conf << __EOF__

spark.yarn.archive maprfs:///user/mapr/spark-jars.zip
__EOF__

T7ANVONELHERLET,

# cat /root/spark-defaults.conf | grep -v “# | grep -v ~§

spark.logConf true

spark.eventLog.enabled true

spark.eventLog.dir maprfs:///apps/spark
spark.history.fs.logDirectory maprfs:///apps/spark

spark.sql.warehouse.dir maprfs:///user/${system:user.name}/spark-war
ehouse

spark.sql.hive.metastore.sharedPrefixes com.mysql.jdbc,org.postgresql,com.micr
osoft.sqlserver,oracle. jdbc,com.mapr.fs.shim.LibraryLoader, com.mapr.security.JN
ISecurity,com.mapr.fs.jni,com.mapr.fs.ShimLoader

spark.executor.memory 2g

spark.yarn.archive maprfs:///user/mapr/spark-jars.zip

spark-defaults.conf 7 7 f V& &/ — FIZa¥—LE7,

# clush -a -c \
/root/spark-defaults.conf \
--dest=/opt/mapr/spark/spark-2.2.1/conf/

B Spark 77U =3 vADT « Lo MUDIERL
MapR-FS EIZ Spark 7 77— a VAFIHT 271 L7 P RERLTBEE T,

# hadoop fs -mkdir -p /apps/spark

# hadoop fs -chmod 777 /apps/spark

# hadoop fs -1s /apps

Found 1 items

drwxrwxrwx - root root 0 2018-04-08 02:36 /apps/spark
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5-4-2 Spark 77U —3 2 0DERT

FEFTEEOMEE AT L720, MapR 7 FAY —/—FKET, Ev5F A0y Ial—3
K BAMEEOEMMELZ RO LF IV TR 7T L EETLET,

# ssh n0131-mgm

# su - mapr

$ whoami

mapr

$ which run-example

/opt/mapr/spark/spark-2.2.1/bin/run-example

$ run-example \

--master yarn \

—-deploy-mode client \
--num-executors=9 SparkPi 8000

Pi is roughly 3.141595068926994

P BT, MEP THEft S 11TV % MapR i Spark %# MapR 7 F A ¥ —124 Y A P— L TEF L
72 Hadoop @ YARN % ffi~ T Spark D1 » AE) ¥ 3 7% MW £ 5 [Spark on YARN| Tid,
FFto &9 12, run-example DA 7 3 » [--master] |2 [yarn] Z{FEL T T,

5-5 MapRiESpark DAy R70OVIEE

SJE1T EOBEBEIE, Hadoop @ YARN % {# - T Spark DY a 7% Fffi £ % [Spark on YARN] B
55 C L7245, Hadoop @ YARN 25158 L 72 W ERBI T Spark ¥ 3 72 BB S H7-WIEEEH D 7,
FDOL ) BB, Spark 2 & K7 EIFENE T,

DTG, Joilied [Spark on YARN | OFEEIEMT 2T, Spark A4 » N7 0 Y 2% T 5 F
NMEAZRLE T, £9. Spark A% > N7 10 Tld, Spark ¥ A ¥ —H—VY AL Spark 7 — & —4—
AL o T Spark 7 T A —FIEH L E T, FD720, Spark YA Y —H—EAERRMET B8y
=% Spark ¥AY — /= FNEBRBKRAMIA VA=V LET, &ML, Spark VA F — / —
F%n0131 & LE L7

# clush -w n0131 "yum install -y mapr-spark-master"
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@ 5-5 MapR R Spark DX & > K70 8%
B Spark 9—h—/—RFOU X &gk
XK, J—H—/)—Fo)A xR LTS,

# clush -a "cat > /opt/mapr/spark/spark-2.2.1/conf/slaves << __EOF_
n0131.jpn.linux.hpe.com
n0132. jpn.linux.hpe.com
n0133. jpn.linux.hpe.com
_EOF__"

B Spark YX%—/— R0 SSH 2H#OIE—

Spark A% > F7 10 Tid, Sparkk *A ¥ — ./ — F (LEDH41E. n0131.jpn.linux.hpe.com) @
SSH Af#% 47 —#—/—F (00131, n0132, n0133) (2T E¥—FTHLEFH Y £5, LT,
HATIZ root 7 A1 77 ¥ bDISAT — N [password1234| Tk SN TV AHAD I~ » FETH
)

# clush -w n0131 "ssh-keygen -f $HOME/.ssh/id_rsa -t rsa -N ’’"

# clush -w n0131 \

’sshpass -p "password1234" \
ssh-copy-id -f -o StrictHostKeyChecking=no root@n0131’

# clush -w n0131 \
’sshpass -p "password1234" \
ssh-copy-id -f -o StrictHostKeyChecking=no root@n0132’

# clush -w n0131 \
’sshpass -p "password1234" \
ssh-copy-id -f -o StrictHostKeyChecking=no root@n0133’

DLET, Spartk ¥ A% —/—FhbL&T—F—/— N2 LT, 7SA7— KA} 7% LT SSH #
MAETEDLLIEDEL

B Spark 9—A—Y—EXDIEH

Spark 7 —H —H— VY AkE L 9, Spark 7 — A —H—E AL, start-slaves.sh A¥ ) 7 |
Tk L ¥, 2T, MapR il Spark [ZJFHOEE LA H Y 4, MapR D Spark (25T,
Spark ¥ A ¥ —H—E AL, Warden H—E R IZL > TEH SN TWA Y, Spark YA Y —H—1
A& FETEH L UTViFEEA,
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# clush -w n0131 " /opt/mapr/spark/spark-2.2.1/sbin/start-slaves.sh"
Spark 7 — A —H— VAR LTI 0EHRELE T,

# clush -alL jps | grep -i worker
n0131: 26332 Worker

n0132: 6489 Worker

n0133: 15375 Worker

7728 - EEELET,

# clush -a "/opt/mapr/server/configure.sh -R"

DLET, Spartk A% » F7 O oA TcEF L7,

B Spark A9 Y R7ZOVERIETODY 3 JDET

Hadoop @ YARN % Fl|FJ4&§7(Z Spark ¥ 3 7 & EfT L THE ¥, YARN ZFI&31 Spark A
¥ R70 >y TY a7 xETT A1, [--master| I [spark://Spark ¥ X2 — ./ — KDK R
hE:7077] ZHEEL T

# ssh n0131-mgm
# su - mapr

$ whoami

mapr

$ run-example \
--master spark://n0131.jpn.linux.hpe.com:7077 \
--num-executors=9 SparkPi 8000

LLET, MapR 7 7 A% —1Z8B\W T, Sparkon YARN & Spark A% > K70 O 2 f#HTY a7
BATEDLLIITLDE L,

5-6 Spark SQL

Spark SQL X, TD D EBY, Spark EAH SQLO L) v ) — B A EHTLHET 2 —
VT, Spark SQL UL, Vb —3 aFhF—FX—ZIZBFH) L— g F VAT TR L,
Spark DEIN 70275 3 ZLWEET Y, SparkSQL Tid, EF M DataFrame API 25§ ft <4
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® 5-6 Spark SQL

THY., FmEMUBEL )L -2 a T VAR EZRESE/2T— FE3LRTE £ 7, Scala. Python,
Java, R T T & %2 SQL ~D b=, DataFrame APLIZ L 5T, 7F— ¥ IZ7 1) —
TEF9, F72. Spark SQL (¥, CSV A, JSON 3. HDFS. MapR-FS. NoSQL @ Cassandra,
WE#E I Y ¥ @ Elasticsearch % EO S FSF 7 — ¥ BXEHF—- LTV FET,

Python R R & DT 7)) r— 3 » 5 ORIV EbHE=R, Hadoop TSQL 7 1 7 LRl &bt
2 EBT A Hive D7 1) — 53 HiveQL FEHTORWEDEL R - LTnET,

5-6-1 Spark SQL [C&DHIITVU-—niE

LLUFCid, Apache Hadoop3 7 5 A ¥ — T Spark SQL % ffi o724 ) — LB ATV 4, T3,
Spark SQL 12 L o T =) —MHE AT )R ELRDL LT AN F—% [emp.json] Z{EHL T ¥,
hadoop IV ¥ NIz 52547 b/ — FTIEELE T,

$ cat > $HOME/emp.json << __EOF__

{"name": "Masazumi Koga", "age":"43"}

{"name":"Satoshi Nakamoto", "age":"58"}

{"name":"Jiro Yamada", "age":"52"}

{llnamail : llKoji Sato“ = llagell . |F27"}

{"name":"Ken Hayashi", "age":"38"}

__EOF__

{E L7 lemp.json] % HDFS O/tmp 74 L 7 M I2a¥—LET,

$ hadoop fs -put $HOME/emp.json /tmp/

$ which spark-shell
/opt/spark-2.3.0-bin-hadoop2.7/bin/spark-shell

$ spark-shell

scala> LIF. Scala®7A>7 FTEET S
SparkSQL A4 2 720 \ZB B ATV 2 - Ve A Y F—bLET,
scala> import org.apache.spark.sql.SparkSession

SparkSession & AR L £ 37

scala> val spark = SparkSession.builder().appName("Spark SQL basic example").co
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nfig("spark.some.config.option", "some-value").getOrCreate()
implicits 7 9 A% Spark v ¥ 3 »Z4 Y F—-hrLFET,

scala> import spark.implicits._

B JSON 77 LbO0O— K
JSON 7 7 A W& 1 — N L, DataFrame [df] ZEBL., ZhEfoT7—4 28RIEL I,
scala> val df = spark.read.json("/tmp/emp.json")
£9°, fEHE L7z DataFrame [df] 2»h&la— FEERLET,

scala> df.show()

+ + +

lagel| name |
+-m—t !
| 43| Masazumi Kogal
| 58|Satoshi Nakamoto|
| 52| Jiro Yamadal
| 271 Koji Satol
| 38| Ken Hayashi |
2512, Iname] FIOALZFIRLTHET,

scala> df.select("name").show()

|  Masazumi Kogal
|Satoshi Nakamoto|
| Jiro Yamadal
Koji Satol

Ken Hayashi |

4+ +
+ +

LT, HDFS IZRE L7-JSON 7 7 A Wb, BFED LI — FEFEM L TERTET LI,
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5-6-2 Spark SQL [CBIFDRFEDFID(EICH T HHIETE

Spark SQL Ti&, ROPOMEIIH LT, FEMialHEET) 7 1) —MMBEATRETY . BT TldER
D Tagel| PIDMEA 5T R 2 N OL&THT W EbEE T,

scala> df .filter($"age" > 57).show()

==t +

lagel name |
e +
| 58|Satoshi Nakamoto|
4 == "

BAEOHERE 7T A SR LAFREFRLET,

scala> df.select($"name", $"age" + 5).show()
+—— + +

| name| (age + 5) |

+-—- - - -

+

| Masazumi Koga| 48.0]
|Satoshi Nakamoto | 63.01
| Jiro Yamada| 57.01
| Koji Sato| 32.0]
| Ken Hayashi | 43.0]

+-—— + +

Scala 7O X F b T LET,

scala> sys.exit

3

HFFAMT 7L emp.txt DO— K

Spark SQL Tix, K idHd [,] AAS72CSVI7ANRTHFA L7744 Vb UO—FTE
T4, Pl LT, KW wgr [,] #6507 F AN 774 Temp.txt] #/ERLFT,

$ cat > $HOME/emp.txt << __EOF__
Masazumi Koga, 43

Satoshi Nakamoto, 58

Jiro Yamada, 52

Koji Sato, 27

Ken Hayashi, 38
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248

EOF

FTEAPTZTAN [emp.txt] BT 7 ANV AT LD /tmp T4 L7 FYIZa¥—-LET,
$ hadoop fs -put $HOME/emp.txt /tmp/
Spark Shell Z#2H) L .

$ spark-shell

WFH| String D [name] & long ! [age| #EFL T,
scala> case class empval(name: String, age: Long)

GERT7 7 AN AT A ED /tmp/emp.txt 77 A VET—-FLET,

scala> import org.apache.spark.sql.catalyst.encoders.ExpressionEncoder

scala> import org.apache.spark.sql.Encoder

scala> import spark.implicits._

scala> val df2 = spark.sparkContext.textFile("/tmp/emp.txt") .map(_.split(",")).
map (attributes => empval(attributes(0), attributes(1).trim.toInt)).toDF()

scala> df2.createOrReplaceTempView("employee")

FERGAT20 225 40 DM OHREEB DO ZF M EDbELFET,

scala> val df3 = spark.sql("SELECT name, age FROM employee WHERE age BETWEEN 20

AND 40")

scala> df3.map(youngster => "Name: " + youngster(0)).show()

A

| value|

| Name: Koji Satol
|Name: Ken Hayashi|

4 4
+ +

scala> sys.exit

$

Db, HDFS I2#Ei s /- A0 — F L, SparkSQL |2k % 7 =) =B ZFETTE T L7z,



@ 5-7 Spark Streaming

5-7 Spark Streaming

Twitter % Facebook 7% &@ SNS, &L IT BB CTHR ENL T —N—v A7407 (2L 2L,
syslog ® Apache Web H—/N—D 7 720 75 L) oTA&EIZBFa2trHolihzyl, O4
T PERIND VAT AIIBWTE, FNODT—F %) TLAIALATE y 77— ¥ 54k
ISR AATHTETILEN DV E T, 20X, EEENLEF— 4% )Ty A LIH
LAY AFAid, A M) =3 v 7 LIENE 3, Apache Spark 1213, ZOF—F A M) —
I VTR RN D Y . Spark Streaming & IEIEILFE S (K 5-6),

F—4
i Spark
TOEZQ ‘ Streaming

Spark
Streaming H DFS

/P ITY

gjojojojojojojojojo

Spark

Streaming
SEFTY & >

Spark
Streaming
MEFTU

Spark
Streaming
HEFTU

=

o

©

3
ofojojojofofofojofo

5-6 Spark Streaming % V) & {IRIE

VLT Cid, Apache Hadoop3 7 7 A ¥ — O HDFES (2l LiAFNLTF—% 2 F v 7 L, DT —
FIZEFN L HFEOHIRAIE % Spark Streaming T 7V % 4 LZFRT AH % /ML 35

5-7-1 Spark Streaming B> 2055 LOER

HDFS @ /tmp/dir01 74 L7 FIZ A>T BT 7 ANMIIEFNIHELZOHE Y Vv by
% Spark Streaming XJIBD T 7)) 7 —3 3 » [hdfswe.py) #TEM L 9o 2@ Python 71 77 4
i, HDFS &< A % — / — F#%¥n0121.jpn.linux.hpe.com THEM & 4L, n0121 jpn.linux.hpe.com T Hi
fif AT &, Apache Hadoop3 7 7 A% — T Spark 7 7 A ¥ — W IEE IZE TE T3 2 & A%
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REHTT.

77— a3 v [hdfswe.py) &, FEEATEHER NICFRENE T, EHETIE, Spark T~
Y UHINFO LA OO F s KEICFIRENS b, HEigfie LT, 77V r—a» oo
HEFRRTH LI, Spark TPy ou FHEHIL £9, Spark T2 ¥ o0 7 Ol
$SPARK_HOME/conf/log4j.properties 7 7 A WIZR 7 L XL &3tk 95 2 L TEHTEZ ¥, #%
ETTANDT T L—Tdhb [logdj.properties.template| # I E¥—LTFIHL T T,

# hostname
n0120. jpn.linux.hpe.com

# cd $SPARK_HOME/conf
# cp logdj.properties.template logdj.properties

07 DEET 74 [loghj.properties] DH? [logdj.rootCategory=] TIRESN T3
[INFO, consolel] % [WARN, console] IZBIELF ¥, ZHIZL Y, Spark = ¥V Ao 7 &
WARN ELEICHfIT & 9

# vi logdj.properties

logdj.rootCategory=WARN, console

log4j.properties 7 7 A W& Gk L7256 Spark D&/ — Flza¥—LEFT,
# clush -a -c log4j.properties --dest=$SPARK_HOME/conf/

LLET, Sparkk @ T % % WARN DL EIZHIfITE F L/,

Kz, 7TV — 3 ¥ [hdfswc.py| L —F—TERKL I T,

# hostname
n0120. jpn.linux.hpe.com

# su - koga
$ whoami

koga

$ pwd
/home/koga

$ vi hdfswc.py
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# -*- coding:utf-8 -*-

from pyspark.context import SparkContext

from pyspark import StoragelLevel

from pyspark.streaming import StreamingContext «[1]

sc = SparkContext ("spark://n0121:7077", "hdfswc") «[2]

ssc = StreamingContext(sc, 10) «[3]

L = ssc.textFileStream("hdfs://n0121.jpn.linux.hpe.com:9000/tmp/dir01") «[4]
W = L.flatMap(lambda line: line.split(" ")).filter(lambda x:x) «[5]

WC = W.map(lambda word: (word, 1)).reduceByKey(lambda x, y: x + y) «[6]
WC.pprint() ~[7]

ssc.start ()

ssc.awaitTermination()

N

042 LM :

Spark Streaming 2F#|HT 320D ET 2 —ILEA K — b
Spark 73 22 —D< X2 —/— I [sparki//n0121:7077] %#iE%E
FLIAENZ 77140 108 LICEER

HDFS ®/tmp/dird01 74 L7 b EF—2 2 b — LOMRICIEE
FEHAN—ZATREY) > THEERARY

Boh - HREE RS

HEERT

R EFHEFE

5-7-2 Spark Streaming Z{E>7 U —23 ORT

77— 3 [hdfswec.py] &EITL £7T o hdfswc.py (X, HDFS ®/tmp/dir01l 74 L 7
FIICEMENDE T 7ANE 0B TEIZEHLTVWET, 774 VP HIEN SN VIGE
&, BELrFoRENEE A,

$ which spark-submit
/opt/spark-2.3.0-bin-hadoop2.7/bin/spark-submit

$ hdfs dfs -mkdir /tmp/dir01

$ spark-submit \

--master spark://n0121.jpn.linux.hpe.com:7077 \
./hdfswc.py

Time: 2018-04-08 03:51:30

Time: 2018-04-08 03:51:40
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$5& Spark-SQL. A hU—3 >, FI7F—2DNE, HEROFE
B HDFS IC7 71 ILETRLIAD
MoK EZHE, TF A7 74 [£file0l] % HDFS 123t LiA& F ¥,

$ echo "Masazumi Koga - City: Tokyo - Country: Japan" |\
hdfs dfs -put -f - /tmp/dir01/filel1

hdfswc.py 1X. HDFS @ /tmp/dir01l ¥4 L 7 M) IZREE SN2, 774 VADHEOHEE L 2
OMBEEEFHAEL, MREFEERIFRLEIT T (R5-7),

Time: 2018-04-08 03:56:20
Time: 2018-04-08 03:56:40

(u'City:', 1)
(u'Country:', 1)
(u'Koga', 1)
(-5 29
(u'Japan', 1)
(u'Masazumi', 1)
(u'Tokyo', 1)

{

B 5-7 hdfswe.py DETREREUFILEZALTHA

T IFATL /=K, KV, Spark 75 X4 — / — KTELIREN T & TLWAE WSS, hdfswe.py
. ERICHEELERA, V51T b/ —FESpark 75X 42—/ — FTRIUKEHEZIA TV S
EIDERRELTLLES W,

EBI, WIORNEDTFA L7714 [£ile02] % HDFS ®/tmp/dir01 71 L 7 1) IZ6E LA
%"i—d_o

$ echo "Satoshi Nakamoto - City: Unknown - Country: Unknown " |\
hdfs dfs -put -f - /tmp/dir01/file02
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hdfswc.py (&, BIITH LATNAZT7 7 4 [£ile02] ICHEEINLHFEL ZOHEIT L F L
TAERT)TVIALTHALET,

hdfswc.py # R THH B LI, Spark TiF. AP =3IV FDLOORETL—LT =2
RSN TVE 20, FERICHHIITT 77 LA 2ER, FEITTEET, 2L, 2OH Y TUT
BEFEMNR T =% 2o TV AT TN, ARIE, KEOT TR SNS DA v +— Tk 8L
AENAS L) LEREET, Spark Streaming |2 X A AT LA TV E S, 2O LX) T — FAEET
i, AR =3I YT FEL, LETE WA TR L, ABEF— 5 0ERE, I, 5
WETHEELAEEORELT 7 ) r—Ya b RBPLELERD TS,

5-8 Spark GraphX

TR, 77 7 &R Mo M. IR FA S THEA SN TEE L, Ll 1 0¥ —
doy MEEOREIEG, SLOREDO Y T xR T4 TaER, V77 EEE ST, B
FRAZL =YX VAT 4 TOL—W—RBHROMROMGRE (57 —2) 2ERLL. ZOMER
PECTIEENAZGL D £ F L £ L7ze Twitter. Facebook, Google 7 EA3Z 2o T 7 T 7 BiFi & i
TLTWDL, 2OV— 3 VAF4 TICBITAEAICME D THA, BEMIZIZ, 12—
OEED 7 ) v 7iERE/FLE, BOL—F -3 3Ia=71LDO2RD) 2HRL, Kb A
¥R EF ) RBEMPILEARELE T,

TZ7LE, BHEORTELoTWBEL (V= F) 2y ¥ (0, #) I2L > THIThTw
LZEAOESERBLAVDTT, /77103, FlOF I 7 L@FEDT 7 7028 H ) 7,
HHEAADPLHOHELB IZADP > T—HEIZESL EV)EEER->TWIUEL, 2077 711,
BRATZZ7EENFE T, 728 2IE, Twitter D7+ 07—, A7 7 7 CTHESNE T, Twitter
DT A7 ¥ b [Masazumi Koga| 2351 Twitter @7 %77 > b [Satoshi Nakamoto| ¢ 7 #+ 07 — T
UL, 7H 7~ b [Masazumi Kogal & [Satoshi Nakamoto | (4027 F 7 TohdoTnd Ewn
ZEFo —H. Facebook DT A7 > PO XA, MEICKEIZZ>TwASE, €02 Ald, @&
WOTT T TOLENFoTVHEVWZET, /2, HIME CORERITLV-PER2TL Lo
RER EICh, I 7O T LI AADFHISTwET,

5-8-1 Spark GraphX [c8I135557

Spark 213, 77 77— ¥ % QBT 5 {134 & LT Spark GraphX &5 74 75 1) A S
T\ % T, Spark GraphX (3, KM% 7 7k 7 — & £ EHI B CadiLil§ 2 7200 7
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BE5%F Spark-SQL. A hU -3V, F5T7F—aDMIR, HEBOFIE

VL= %ML ET, VG EETICT T 77— 7 OG0 ULHE DT RETH 1 . EiED
T— & TR BT 2 D & v $EiATH D £ 3, Spark GraphX 1%, 75 ZWLEH D API %
T—W— IR L, CNEBRFETAZ LT, FEFHICHMEL Y AT FORBTKEELR ST 7
WBEo7F—-sumerERcxET (H5-8),

SNS RITI—b
i ﬁ/ \Q
 { ——

Spark GraphX
e Pl s
Apache Spark . BeRRos

- \TZEEDERF

TS, L= =3 = s
(T = ——

o SWIP NS 2FA
5-8 ¥ 3 J7HLIB%1TS Spark GraphX

5-8-2 Spark GraphX IC&Dd75414 MF—994R

nE

LR T, Spark GraphX 2> T7 54 N F— 8 OoMl 2" LT, T Lo7— 713,
AKEE#4 (United States Department of Transportation, DOT) @ LLF @ URL TR &1L 5 Web H A
+ Bureau of Transportation Statistics (LA, BTS) TAM SN TWwa b0 xHvF3,

BTS O Web 1 b @
https://wuw.transtats.bts.gov/DL_SelectFields.asp?Table_ID=236&DB_Short_Name=0n-Time

N F—50mis

LEOBTS @ Web 4 FTld, MEDT7IFA4 M F—2I12onT, EO LI LERA ST 25
FRINTEL LT EY, T3, HE LEICSH AED [On-Time: On-Time Performance |
Pz AIHH (R5-2) # 7y v A=a—TERILFT (K5-9),
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BRI

On-Time Performance

B

Filter Geography All KERTDTRTO T T4 b EER
Filter Year 2017 774 FhdH oA
Filter Period December 754 B oTH

United States Department of Transportation

Bureau of Transportation Statis

Browse Statistical Products

Ask-A-librarian | A-ZIndex | NTL

Leamn About BTS and Our Work

tics

and Data

Explore Topics and Geography

OSTR > BTS

Newsroom

On-Time ! On-Time Performance

TranStats

Data Tables Tabl

Search this site: T —_——— Filter Geography Filter Year Filter Period
Go Latest Available Data: December 2017 Al v [2017 v [ December [
— Prezipped File % Missing ) Documentation [ Terms Download
Resources
Field Name Description Support Table
Database Directory Time Period
Glossary Yeor Year
Upcoming Releases ‘ Quarter Quarter (1-4) Get Lookup Table
Dreta Reiacas. History. - Morth Get Lookup Table
\ e Day of Month
Data ch’" @ DayOWeek Day of Week Get Lookup Table
Analysis FlightDate Fiight Date (yyyymmdd)
Table Profile Aitine

Table Contents
UniqueCarmier

camiers, a

Unique Camer Code. When the same
code has been used by muitiple

Get Lookup Table

numenc suffix is used for

eariier users, for example, PA, PA(1),

PA(2). Use

this field for analysis

(5-9 BTS @ Web ¥ FEE

Az, [Time Period | #+& [Airline] #122wWT, F£&5-3 £ FE5-4DHEHOF = v 7Ry 7 A2

FrvrEANTY, DTOHBEDINE,

< 5-3 Time Period MEIR[E

EIRL A,

Time Period

DayofMonth

774 MH

DayofWeek

e H

#£5-4 Airline BB DBk

Airline I8B

B

Carrier

fizE stk — ¥
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TailNum WLzt o i T 5
FlightNum i,

[Origin] #lZ2WT, RE-5DHEADTF 2 v 2Ky 7 AZF 2y sk ANFT,

% 5-5 Origin BB D&k

Origin 18H Bk
OriginAirportID h5E o> 257% 1D
Origin IO EET— F

ERDFED [Origin] BPIZBWT, F74 LM TF v 2Ry 2 ALF =2y 7 Ao TWABIH
B [OriginAirportSeqID] & [OriginCityMarketID] ®F = v 7 %iZF L F4,
[Destination] #:l22WT, RE-6 DEHDF v 7Ry 7 AZF v 7 ANET,

% 5-6 Destination BH D Ekk

Destination 18 B Bk
DestAirportID H iy 227 ID
Dest Higho et o —

3 5-6 @ [Destination] HHNIZBWT, FI4IN I TCTF v 7Ry ZAZF7+ VB A>T
2% [DestAirportSeqID | & [DestCityMarketID| @F = v 7 # 3T L E 7,
[ Departure Performance | #1220\ T, &5-7 DHHDF = v 7Ry 7 A F v 2 F ANTET,

% 5-7 Departure Performance 128 O Ekk

Departure Performance & B Bk

CRSDepTime H 58T E )
DepTime FEBT S L 7
DepDelayMinutes R 7 3 B 534

[ Arrival Performance | #:122W T, RE5-8DHEHDF v 7Ky 7 AIZF v 7 H ANT T,
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< 5-8 Arrival Performance @ &Rk

Arrival Performance 1EH Bk

CRSArrTime P T 2R
ArTime FERRIZH)AE L 7o hEH]
ArrDelayMinutes F A IS 5

[Flight Summaries] #:22W T, BE-QDEHDF = v 7Ry 7 AlZF v 7% AR T T,

#+ 5-9 Flight Summaries D&k

Flight Summaries 18 B BRE
CRSElapsedTime F# AT L (CRS) TOFMKER (45)
Distance W (w40

FROWTHAKEF 2y 7B A-2TWAZ EHHEETE 26, BTS @ Web 1 F L#A LD
[Download] K& > %70 wv 7 LET, §2&, zipEMiSNA7IA T %2 T 0— T
EHDT, zip EMEEMA L, PIZHDHCSV 771 %& [flight.csv] LWV ) HETTFLD Y 7
A7 b7 =Fizo¥-LET,

$ hostname
n0120. jpn.linux.hpe.com

$ unzip 469864407 _T_ONTIME.zip <«AFLZ751 bF—%2 (BRIREZOHEEDYET)
$ 1s -1h ./469864407_T_ONTIME.csv
-rw-r--r-- 1 koga hadoop 46M Feb 26 21:35 ./469864407_T_ONTIME.csv

$ cp 469864407_T_ONTIME.csv flight.csv

$ head -4 ./flight.csv
"DAY_OF_MONTH","DAY_OF_WEEK","CARRIER","TAIL_NUM","FL_NUM","ORIGIN_AIRPORT_ID",
"ORIGIN","DEST_AIRPORT_ID","DEST","CRS_DEP_TIME","DEP_TIME","DEP_DELAY_NEW","CR
S_ARR_TIME","ARR_TIME","ARR_DELAY_NEW","CRS_ELAPSED_TIME","DISTANCE",
1,5,"AA","N723AA","2054",11067,"CLT",14100, "PHL","1300","1255",0.00, "1438","143
5",0.00,98.00,449.00,
1,5,"AA","N123AA","2065",11067,"CLT",13930, "ORD", "1455" ,"1452",0.00, "1607","154
9",0.00,132.00,599.00,

1,5,"AA","N123AA","2055",14635, "RSW",11057,"CLT","1201","11568",0.00,"1357","134
3",0.00,116.00,600.00,

B L= 1THEPE) Ty 7 L, EHEOWE (BfE, 2#77— N, ID, B3 55)
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DI TZRER L TLZE v,

HI514 =511

AFLZCSVZ7ANVENTLLEY, 9. 774 VAD ITHIZAIOHEEP Ao TWna T2
¥, sed 37 FTHIBRL T,

$ sed -i ’1d’ flight.csv

$ head -2 flight.csv

1,5,"AA", "N723AA" , "2054" , 11057, "CLT" 14100, "PHL" , "1300" , "12556" ,0.00, "1438" , "143

5",0.00,98.00,449.00,

1,5,"AA", "N123AA","2055" 11067, "CLT" 13930, "ORD" , "1455" ,"1452",0.00,"1607" , "154
9",0.00,132.00,599.00,

Fiz, vl AEENTVWAIHEDNH A28, sed I FT [v] ®HIBRLET,

$ sed -i "s/\"//g" flight.csv

$ head -2 flight.csv
1,5,AA,N723AA,2054,11057,CLT, 14100, PHL, 1300, 1255,0.00, 1438, 1435,0.00,98. 00,449 .
00,
1,5,AA,N123AA,2055,11057,CLT, 13930,0RD, 1455,1452,0.00,1607,1549,0.00,132.00,599
SO0

sed IV FTHHED [,] ZHIBRLET,

$ sed -i ’s/,$//g’ flight.csv

$ head -2 flight.csv
1,5,AA,N723AA,2054,11057,CLT,14100,PHL,1300,1255,0.00,1438,1435,0.00,98.00,449.00
1,5,AA,N123AA,2055,11057,CLT, 13930,0RD, 1455,1452,0.00,1607,1549,0.00,132.00,599.00

TIAFF=FITE, RIA—F—PEIN TV RVEEB SN T4, 72— 5—2ETh
TWARWEHHE, 774 VKW 250 [, #Edo.[,,] LhoTwEd, 4hlid, 1710
EN5eleta F— ¥ OREHEIZHWEITVETOT, 77400 [, RIS A7 %0 L
9,

$ sed -1 "/,,/d" flight.csv

[, DPEEFNTUAITPFAELEVI E MR LET, ZORAT, HANARREL b ON
o TwhE SparkGraphX D7 7N —a U PIELL F— 50— FTCELHWOT, 49, 1,,]
DEEIFNTVALITITBENTE TV AP THERL TSN,
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$ grep ",," flight.csv

TG A= —128&FND [.00] & [.0] Lo TWABNEEDTEHIKBLES,

$ sed -i "s/\.00//g" flight.csv
$ sed -i "s/\.0//g" flight.csv

. [ &I tenhnd, R$7 2= -0/ FguUTo [Loo] [Lo] &I Twiwv
PEMREL Y.
$ grep ’,,’ flight.csv

$ grep ’\.00’ flight.csv
$ grep ’\.0’ flight.csv

734 F—FZOMLid, DETT, 77 A NVOEIHESITEHEELE T,

$ head -5 flight.csv

1,5,AA,N723AA,2054,11057,CLT,14100,PHL, 1300, 1255,0,1438,1435,0,98,449
1,5,AA,N123AA,2055,11057,CLT,13930,0RD, 1455,1452,0,1607,1549,0,132,599
1,5,AA,N123AA,2055,14635,RSW,11057,CLT,1201,1158,0,1357,1343,0,116,600
1,5,AA,N650A4A,2056,11057,CLT, 14492 ,RDU, 1616,1606,0,1716,1651,0,60,130
1,5,AA,N118AA,2056,11618,EWR,11057,CLT,1310,1309,0,1509,1450,0,119,529

MTEAD T I A4 bF—% % HDFS IZH5 L £ 1,

$ hdfs dfs -put -f flight.csv /user/koga/

B I54 b NF=IBRT7TVITr—2 a0

Spark GraphX #ffio T7 94 F F— ¥ OG5t H) 77V r—2a v w#EkKLE S, T
r—var0V—Ad— F0EEIC R 570, fEEMOT 1 L7 MY [$HOME/flight-analytics]
ZAEEL, TIICBBLTEEL I,

$ mkdir $HOME/flight-analytics
$ cd $HOME/flight-analytics

T AT TN r—2ayid, F—70u— FRoH &7 200ORETD 7 5 4 (nain-core.
scala) £ 774 hT—F~OMWEDETO T AT E L, 7075 L1E, Scala TRlik
LYo 2—¥—d, FHIARE 7025 L% spark-shell TH— F L, GHEOEZIZE L7
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finwghbeHDscala 7O 77420 —F3 58T, 794 FTF— 9 LBAOMRTHEDL &
I L E T, LLTIE, ek T 5V —A2— FEFORETT (F£5-10),

#5-10 §V—X1— KDL

Y—Z3a-— K %=

main—core.scala HDFS @7 — % %u— KL, G IChEL B R & ek
num-of-airports.scala O E LR TS

num-of-routes.scala 774 MEE Ov—F) o¥FE LR

long-flight.scala 3l N o VAR R (PN

over-N-miles.scala 4500 ¥ A Wz R HHEEO NV — b T FR
maxout-airports.scala T AR L N W VARR [ o

hub-airport.scala Loy zeds & DA D H VB E 5 R

F 94", main-core.scala #1ERLL £,

$ vi main-core.scala
import org.apache.spark._
import org.apache.spark.rdd.RDD
import org.apache.spark.util.IntParam
import org.apache.spark.graphx._ «
import org.apache.spark.graphx.util.GraphGenerators +
case class F(
dofM:String, dofW:String, carrier:String, tailnum:String, flnum:Int,
src_id:Long, origin:String, dest_id:Long, dest:String, crsdeptime:Double,
deptime:Double, depdelaymins:Double, crsarrtime:Double, arrtime:Double,
arrdelay:Double, crselapsedtime:Double, dist:Int
)
def parseF(str: String): F = {
val L = str.split(",")
F(
L(0), L(1), L(2), L(3), L(4).toInt, L(5).toLong, L(6), L(7).toLong,
L(8), L(9).toDouble, L(10).toDouble, L(11).toDouble, L(12).toDouble,
L(13).toDouble, L(14).toDouble, L(15).toDouble, L(16).toInt

)
I
val textRDD = sc.textFile("hdfs://n0121:9000/user/koga/flight.csv") «[3]
val airports = textRDD.map(parseF).cache().map(F => (F.src_id, F.origin)).dis
tinct «[4]
val R = textRDD.map(parseF) .cache() .map(F => ((F.src_id, F.dest_id), F
.dist)).distinct ~[5]
val nowhere = "nowhere"
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R.cache
val airportMap = airports.map { case ((src_id), name) => (src_id -> name) }.col
lect.toList.toMap «[6]

val edges = R.map { case ((src_id, dest_id), distance) => Edge(src_id.toLo
ng, dest_id.tolong, distance) } «[7]
val graph = Graph(airports, edges, nowhere) «[8]
7095 L0 :
(1] 45 794F1ctE% GraphX &1 > — b
[2] 75 7%RICBBL Graphx & 1 >H— b
HDFS M/user/koga 7« L7 b UICRE L7277 1 k57— 4 flight.csv /¥R % textRDD (1544
textRDD [CHRMS N TVB T hF—2OEBH 5. 75 IDIERE 4 BEHEREER
textRDD [CIEE R TWBE 754 hF— 2 OEBH 5. Jb— MEBEER
[6] =i 1D zeita— KOMIGH & 1ER
I3 IERICRERL— MER (L (Ty3) EfER
R, Ty M. T 74 FOTEA (nowhere) 7555 7 £1ER

MuwgbetHo70 77 L ERLE T,

$ vi num-of-airports.scala
println("ZEOH ERR")
graph.numVertices

$ vi num-of-routes.scala
println("JL — L D & FR")
graph.numEdges

$ vi long-flight.scala

println("H& RN — PO EMSHERT (HEBZEI - N AFEHTED - F,EH#) "
val N = 5

graph.triplets.sortBy(_.attr, ascending=false).map(triplet =>

triplet.srcAttr NN R

triplet.dstAttr +"ETOERE . "+

triplet.attr.toString + "< 1 JL") .take(N).foreach(println)

$ vi over-N-miles.scala
println("4500~% 1 L 2B A 2 EBM DL — &£ RTR")
println(" i 3 # 22 A ID, 2| jF # 2 AID, ¥ 1 L &H")
val M=4500
val N=100
graph.edges.filter {
case ( Edge(src_id, dest_id,distance))=> distance > M
}.take(N) .foreach(println)

$ vi maxout-airports.scala

261
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println("H EFEBHRHF Z V2 E LWUEEHM ERT")

println("Z EID, HEFH, ZHEI1 - ")

val N=5

val maxout = graph.outDegrees.join(airports).sortBy(_._2._1, ascending=false)
maxout.take (N) .foreach(println)

$ vi hub-airport.scala

println("ft D EE L DEHKE I RO B VR EELHERE")

val N=5

val impAirports = graph.pageRank(0.1).vertices.join(airports).sortBy(_._2._1, f

alse) .map(_._2._2)
impAirports.take(N) .foreach(println)

UET794 v F—F5HHAD Scala 707 5 L05ZFH0WE L,

5-8-3 754 bF—50D5H

Tk, 774 FF— ¥ fTvwE3, 4EIL, Spark ¥ 2 V&5 T Scala 71 7 F 4 & FEfT
LET,

$ which spark-shell
/opt/spark-2.3.0-bin-hadoop2.7/bin/spark-shell

$ spark-shell -i ./main-core.scala

scala>

RO, TS EBEPFELL - FTE5H,0DF v 7 HLETT, HDFS IZHEM S iz 7 —
FHHEREID BRI - FeNHGTEL0EMEL T T,

scala> airports.take(2)
resl: Array[(Long, String)] = Array((14057,PDX), (11013,CIU))

& Note 7T—4DRELRAS>H

ZOMET, =2 MAEEIE. F—F HEOIM IS L T B itk didh 5720, 7—
FOMIT TR E NG WETLENH Y £9,
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BRELRA b

@ F— I DITKRBEEIIAES [ AT

@ 7 FORMAELICEY, F—FHNOXYY 7 [ el [ AERFEhTnsg
Wi

®sed AV FRio/F—FDOMLTARL—Y a3 yIZAZLTWRV)

@ 75 A NTF—2OF—=FPENR TRV (754 b F—F% 754 TV <P IliE%kT 5
BiZ. FTP 7 E DGRBS F1) = FRFF A M E— FALEEUICH#EEFIciEsT 2
&)

® 77— ayNIZBWT, HDFSOIEL WAL 7 7 4 VEERETE TS0

F—rDa— FIZKI L7726, F— % 2 ffio TRIWEbE 275 TH T T, T, [nun-of-air
ports.scala| #10— FL, ZEOHTMWEhbEE T, Scala®2I~ ¥ F710 > 550 Scala
TNV 7 L% T— K3 521, [:load Scala Z71E] AL TS,

scala> :load num-of-airports.scala
Loading num-of-airports.scala...
FTEOHEZRT

res3: Long = 204

EXDTIAPT—FTIE 299 HOEBIEZHINTVLZ I LD F Lz, RIZ, RIT
h— P OEEBWEDETHE T,

scala> :load num-of-routes.scala
Loading num-of-routes.scala...
V—rDHERR

res5: Long = 4153

ATV — bOEE, 4153 EFERENF LA, BT, REV—- MO EM S HERVWEbEE T,

scala> :load long-flight.scala

Loading long-flight.scala...

BREN-POLSHERT (HEMZED -, JFHEEI— K, BRE)
N: Int = 5

JFK7 SHNL& T OB A I3 | 4983« 1 )L

HNLA 5JFKE TOIERE1d . 4983~% 1 I

EWR#» S5HNLE T D REHE X | 49627 1 )L

HNL#» S5EWRE T D RE#E & . 4962~ 1 )L
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HNL#A 5IADE TOEEREE . 4817 < 1 )L

4500 VA VxR Bz ARV - FEHWEDYEE T,

scala> :load over-N-miles.scala
Loading over-N-miles.scala...
45007 M W2 B A B EBDOIN — N ERT
HEMZEZEID, B FEHMZAEID, v 1 LE
M: Int = 4500

N: Int = 100

Edge (10397,12173,4502)
Edge(11618,12173,4962)
Edge(12173,11618,4962)

Edge (12478,12173,4983)
Edge(12173,10397,4502)

Edge (12173,12264,4817)
Edge(12173,12478,4983)

Edge (12264,12173,4817)

FRCOBEHE 4502 ¥ 4 VOBEEEIC, HIEMZEE D (10397) L FFEHZEEID (12173) 24
FAOZESEI-FERRLTAHET, UTOL I, 77 ARFORTE—K— Fo (Enter ) F—
AL TYATL T E T, TAE, KAOTORHEIC [1] LFVERRFENETOT, ZOHIS, A
NEFEILENTEE T, SOXHII, Scala ¥ VT, 17727 FADNZHEEITICH -
TANTEET,

scala> println ("From: " +

| "%s ".format(airportMap(10397)) +

| "To: %s ".format(airportMap(12173)))
From: ATL To: HNL

Fid b, HEEROZEED — FH° [ATL] THEIFWOZEWED— 35S [HNL] CThs Z &b
DF L. &6, HWBEHEDSVZEE LA S @Mz iugbeEd,

scala> :load maxout-airports.scala
Loading maxout-airports.scala...
HEBHRNSZ W2 ELMUSERF 2 RT
ZAID, HERERHR,Z#EI-F

N: Int = 5

(10397, (151,ATL))

(13930, (148,0RD))
(11292, (124 ,DEN))
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(13487, (112,MSP))
(11298, (106 ,DFW) )

REIMOZER E OEREFRS ZVER S FEHvEDE ET,

scala> :load hub-airport.scala

Loading hub-airport.scala...
OEEEDEREIZRLZVWEEEHRT
N: Int = 5

ATL

ORD

MSP

DEN

IAH

BB DL W2 LRSS BB EMA LN TEEILAOT, 774 b TF— 9%
BTLES,

scala> sys.exit

$

5-8-4 MapRI75AXA5—TO GraphX ZE>751 h5F—%
ath

774 T =¥ %E MapR 7 7 A ¥ —THT 9 36 1&. Apache Hadoop 3 7 7 A ¥ —D 7
FAT = FIiZdH D Scala 7T 75 L—3 % flight.csv 77 /)% MapR 7 T A Y — D
spark-shell 254 Y A b=V ENTWVWEZ FAY—/—FD 12 (n0131.jpn.linux.hpe.com 7 &)
D /home/mapr 74 L7 F)IZIE¥—-LEF, EHIZ, MapR # 7 A Y —/ — Fiza¥—-&h
72 /home/mapr/flight-analytics/flight.csv 7 7 1 Jb % MapR-FS @ /user/mapr 74 L' 7 1)
IZa¥—=L %7, #2lt. main-core.scala 7 7 1 WAD flight.csv 7 7 A Vi H— F§547%
DFIZEZBPZTITY,

$ vi main-core.scala

val textRDD = sc.textFile("maprfs://n0131. jpn.linux.hpe.com:7222/user/mapr
/flight.csv")

FFl0 main-core.scala 77 A VODIEIEATE /-S| spark-shell 2¥ ¥ F& A YA =)L L
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Tw»b MapR 7 5 A% — 7 — F EC [spark-shell -i main-core.scala] % %473 UL, Apache
Hadoop3 7 7 A —TD 774 b T— 5D Fo7 A USHAFITAET,

LA EC. Scala GraphX % ffi o 72JEH ICHEH AR 7 74 P TF— A TS £ Lz,

5-9 SparkR

— I, FAMFERAEICBY A T0 57 I v SERREE LTIE, REFEVFIA SN E T, Spark 12
E. REWBTIER L7077 L2 FETT 57200 SparkR LIFIEN D EYV 2 — MG EhTw
¥4, REEL SparkR Z#MlAGHELZ LIZL Y, RBESN—ADHEHENT % 1 >~ 2TV THHL
WMEICEDL L HIh D £7. LATIE, Apache Hadoop3 7 7 A ¥ — [T SparkR Z FIH ¥ % HiEIC
DWTIHEHL 7,

5-9-1 RSEOAIVAb=I

SparkR ZFIM T %1213, R SFEALETT o CentOS 7 AHIED EPEL ) A Y P15 yum T >
FCREBDO/Svr—V%A YA =N LET,

# hostname
n0120. jpn.linux.hpe.com

# clush -g cl,all "yum makecache fast && yum install -y epel-release"
# clush -g cl,all "yum install -y R"

# su - koga

$ whoami

BRI rREL T,

$ cat >> $HOME/.bash_profile << __EOF__

export R_LIBS_SITE=${R_LIBS_SITE}:${SPARK_HOME}/R/1ib

export YARN_CONF_DIR=/opt/hadoop-3.1.0/etc/hadoop

__EOF__

$ clush -a -c $HOME/.bash_profile --dest=$HOME/

$ clush -g cl,all -L "which R && R --version | grep ’R version’"
n0120: /usr/bin/R
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n0120: R version 3.4.3 (2017-11-30) -- "Kite-Eating Tree"

PLET, SparkR 2RI REICZ D £ L7z

5-9-2 SparkR T HDFS [CREENIET 7 1 ILOITEH LTI %Z
AUV TS

SparkR AFIH A FEIZ 2 D £ L2 T, B, 7074 %KL, EFLTHT LY. flE
LT, IZEOHDFS IZRE L7 T4 F7F—% [flight.csv] OIFBENEE Y v b 557
027524 [rowcol.R)] #EKL 9,

$ vi rowcol.R

library (SparkR)

-

sc <- sparkR.session(appName="RowCol") «[2]

mydata <- read.

df ("hdfs://n0121:9000/user/koga/flight.csv",

header = "false",

delimiter =nuw  .[4

source =Slcayi

inferSchema = "true",

na.strings = "")

cache (mydata)

sprintf ("Number of row : %d", nrow(mydata)) «[5]

sprintf ("Number of column: %d", ncol(mydata)) -[§]

N

043 LD :

(] (o] (=] [] (5] [=]

SparkR /¥y i —
SparkR Dt v ¥ 3 > (A

HDFS ®/user/koga 7« L' 7 b U IIRE S N/ flightcsv Z 7 1 L&A — F
FIOREYLFE [| &€ LTHRE

flight.csv 7 7 1 WDITE % "R

flight.csv 7 7 1 VD5 & KR

JEfER

B JO0J5LORT

@ 5-9 SparkR

112 Apache Hadoop3 27 7 A # — @ HDFS @ /user/koga 71 L' 7 b ) |2 flight.csv 7 7 A

VLT B ED

$ hdfs dfs -cat

1,5,AA,N723AA,2054,11057,CLT,14100,PHL,1300,1255,0,1438,1435,0, 98,449

PEMELI T,

/user/koga/flight.csv | head -5
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BE5%F Spark-SQL. A hU -3V, F5T7F—aDMIR, HEBOFIE

1,5,AA,N123AA,2055,11057,CLT, 13930,0RD, 1455, 1452,0,1607,1549,0,132,599
1,5,AA,N123AA,2055,14635,RSW,11057,CLT,1201,11568,0,13567,1343,0,116,600

spark-submit I ¥ ¥ F&ffio T, 7077 4 [rowcol.R] #EFTLFT,

$ spark-submit \
--master spark://n0121.jpn.linux.hpe.com:7077 \
./rowcol.R

[1] "Number of row : 457892"
[1] "Number of colummn: 17"

HDFS @ /user/koga 7°4 L' 7 N ) IZAEHY S 417> flight . csv (X, 457892 47, 17 S TR &N T
WA Z ERhPY E LI,

5-10 Spark MLIib

MLIib (Machine Learning Library) 13, Spark D¥EMFE S 4 75 1) T3, dE b Lid, kA
T ANV T RFN=7 L — OS5 4 79 [MLbase| 7R 8 T2 1) . MLIib (2, MLbase
% Apache Spark [T |2 L L7z b DT,

MLIib 1213, S ETRWMFBHOT N ) ZaPFEEINTVET, —MRICILFHSR
AW AB TN TY) ALRL—T 4 1) F 4 PPERSIT W E T A, Apache Spark 7 7 A ¥ —T A
F—l$ 5L HIHRFEN TV, MLIb T&, BRI, 25250 v 7, 58, HiR74
VME) o o R R EEE T LT XAIINA, RN, RITHIR. SIBAR. FE
TV A 77 ) e EbEENT T,

Spark MLIlib @ Web ¥ 1 +® URL :
https://spark.apache.org/mllib/

5-10-1 BRFES1T5VUDRE

BWFE 1L, BEREDLN ATHEOMEHREO—2TT, TO4RO LB, ML,
X BB ERUL ) Rz gy Ea— s THEIEL, X0 AN RIEHRLIE L2 BiET 0 TY,
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@ 5-10 Spark MLIib

A Va— 28 E S L2010, RO EZ I Y a— 5070 sy I A TCERT L0
ORFETVEFHALE T, AHOFH LFAKOGERLUE LR T 572008 F SEFLBFET
WHPFELETH, AL LDOD—DIl2—FV 3y NI—=29b)FT, —a—F iy b
7 =70, OO L €O OERZZEOMMAEZEMLZETVTT, = a2—
FNEy FT=2 %) ZEICL ), WEOFE, BEOEERY, S OME. TR S AR
T OO —Era > Ya— ¥y TEHET LI LN TETT,

COZa—FNWhy bT— 2 R FEE, KB, arEa—dn—FroT7ORVIE
ARk b FT, T4, FHEHREZ ABCO2 )R T AT 5 2 L b LETT, B
PO ERTEOFE T, IFFICEA ST TONTVE LD, 2 ¥ a— 5 RO HE
HPEDR o722 b DY, LD EN LR Lo ThHY T3, LiL, T,
I €2 — 5 OFHERERENEINCE EL, 22 —F Ay b7 — 2128 R ANEA, IEE
NPT VWY T Ry 274 7T 2 —F )Ry M — 7 OUMIZHE L 728 E GPU R— K
DEGIEY, Z2—F Wty bT—FFERERFEHEHTL L% F L (E5-10),

SBYIRIHRALIE

HBEDOFH
- EPED T A
XEONM
« EHROERH
- SO

ne

H5-10 #MARE-—1—FLxy bT—7

BAE, —2—F Nty P 7=k, BTFHEESE 45 T HERREEN, W50, EMROH
REFBOWNERLEURET EE R T AT AT L2 EORFEEFVE LTRHHEA TN E
Fo Za—F WAy M7= PANCS S S LABMERMTORFEETVEH Y, WEIL, T
NoHOBFET VARG BMFEIA 77V EME7L—a7—27 ] MEftshTwE T,
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BE5%F Spark-SQL. A hU -3V, F5T7F—aDMIR, HEBOFIE

Column  spark.mllib 7> 5 spark.ml ~

Apache Spark 121, £ ¥ A€ COEMUIE A LB 5 72D 120 BB A AT g e
[7—% v b ICGET MBI > TWE T, ZOWHIFEITEERT— 7+ ML, RDD
(Resilient Distributed Dataset) &IHERTWE T, fEHD MLIib iX. Z® RDD ~—A® API
TLAA B, X 07— 7 O A3 % 5 72 DataFrame LIFIEN 5 API 237 5
4= & tf.")f‘t‘i‘a—o

Apache Spark @723—37 3 > 20 A%, Spark MLIib @ RDD ~<X— 2@ APL X, §TIZA
FF v AE—FIZh>TWET, %o RDD API X— 2@ Spark MLIib i, Fspark.mllibj &
FENE$, sparkmllib &, 7027 AWNT, [org.apache.spark.mllib] /8w r—Y%& f ¥
F— 1752 ETHMATHETTA, 4%, RDDX—2® APTIE. B FEshTwEd,

—J, DataFrame API ~X— A ® Spark MLIib (&, spark.ml LI E3., 7275 ANT,
[org.apache.spark.ml| /Sy 7 — Y& A4 YR— 35 ETHMHTETT. F7. sparkml T
3. ML 781 75 4 2 LIEN B 05 L8 EE 1 210 Lo lladdbh 9. 2L 2 IE,
Hadoop 7 7 A % — 2+ 4. YARN (2 X 57— % ORI L €7 WAEHKOD 2 D OWHAZ >
bDE, TUZFANTA YA VAL LTS ZEHFTEDL IR ET, Jhilk
0. PERIZHART, 7e7 740V —Aa3— FOMEEINETE T T, MLXf 754 %
fifi o 7288228 @ Scala 70 7 Aid, Spark D tar T—HA 4 7I2bEFEFRTHETL, LT
URL 2*6 b AFWHETT,

DataFrame AP| X—Z® [spark.ml| #{#i-7- Scala 7O %5 LM AF5E URL :
https://github.com/apache/spark/tree/master/examples/src/main/scala/org/apache/
spark/examples/ml

5-10-2 Spark MLIib [CX5EEX—ILD3EE

LI Tk, #8514 75 1) @ Spark MLIib % Apache Hadoop 3 7 7 A ¥ — CFIH§ A J7 12
DWTHFHLFT, S TlE. BEAFl L LT Spark MLIib % ffi o 723858 X — L O3 Z LY FIF
E9,

B >—5ORiE
FFIE. 7747 M= FIZBWT, 1E¥M O spam-detect 74 L7 MY R{ERL 7,

$ hostname
n0120. jpn.linux.hpe.com
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@ 5-10 Spark MLIib

$ whoami
koga

$ mkdir /home/koga/spam-detect
$ cd /home/koga/spam-detect

AEE, KEH ) T4 V=T RKET =734 Y4 (University of California, Irvine, LLF, UCI) 2%
RS S [UCI~vy -2 7 )REI M) o T7F— 92 LET, UCIVYI I —= s
VARV MR, EAEAOOOBEFEOT -5 £y PERRIGREL VT, T 5
DIE, AISH A= VGHEIEDND T — % [snsspamcollection.zip] TT o wget I¥ ¥ KT
AT M/ —FIZF7y0—-FLET,

$ wget \

https://archive.ics.uci.edu/ml/machine-learning-databases/00228\
/smsspamcollection.zip

Zip RSN TWA 720, L ET,

$ unzip smsspamcollection.zip
$ 1s -1h SMSSpamCollection
-rw-r--r-- 1 koga hadoop 467K Mar 15 2011 SMSSpamCollection

AFLET—s OB el LI, MY &M L5, HDFS @ /user/koga 71 L7 M) 12
a¥—-LFT,

$ less SMSSpamCollection

ham Go until jurong point, crazy.. Available only in bugis n great world la
e buffet... Cine there got amore wat...
ham Ok lar... Joking wif u oni...

spam Free entry in 2 a wkly comp to win FA Cup final tkts 21st May 2005. Tex
t FA to 87121 to receive entry question(std txt rate)T&C’s apply 084528100750ve
ri8’s

ham U dun say so early hor... U c already then say...

ham Nah I don’t think he goes to usf, he lives around here though

$ hadoop fs -put SMSSpamCollection /user/koga/
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8 5% Spark-SQL. A MU -3 577 2DMIR, HHEBEOFIE
B OYAF ¢ v IEIRERED ToEEX -V

AlE, GEETIVE LT, Spark MLIb 252420 VA7 1 v 7[R & fio T, KA -
0T A Scala T TN r—a YEERLET,

$ vi spam-detect.scala

import org.apache.spark.mllib.feature.HashingTF

import org.apache.spark.mllib.regression.LabeledPoint

import org.apache.spark.mllib.classification.LogisticRegressionWithSGD

val f = sc.textFile("hdfs://n0121:9000/user/koga/SMSSpamCollection") «[i]
val spm = f.filter(L => L.contains("spam")).map(x => x.split("\t") (1)) «[2]
val ham = f.filter(L => L.contains("ham" )).map(x => x.split("\t") (1)) «[g]
var ftr = new HashingTF(numFeatures = 100)

val SPM = spm.map(txt => ftr.transform(txt.split("")))

val HAM = ham.map(txt => ftr.transform(txt.split("")))

val pos = SPM.map(features => LabeledPoint(1,features)) «[4]

val neg = HAM.map(features => LabeledPoint(0,features)) ~[5]

val dat = pos.union(neg)
val Array(trn, tst) = dat.randomSplit(Array(0.7, 0.3)) -[6]
val LR = new LogisticRegressionWithSGD()

val mod = LR.run(trn) «[7]

val prd = tst.map(x => (mod.predict(x.features), x.label)) «[§]
val ans = prd.filter(r => r._1 == r._2).count.toDouble / tst.count «[9]
println("E H A — L HE " + (ans * 100) + "/SX—Ht > ")
sys.exit

T07 7 LB

HDFS IZ1RE L = 43RO 7 7 1 )b [SMSpamCollection] #'5F— %t v b £#{ERK

AHRD T 7 1 VR TIFS [spam] H&Fh TV 317 £ TS

AHHED 7 7 1 VR TLFS] [ham] #EEN T BTEMIE

[4] Tspam) icik. S~N1 EfHE

Tham] (213, S~UL 0 &35

6] #—s07%E. $BH. BIOIAG. 7 FATER

OY 271y 7EREE> TEFINEMER

A I T

] #ms—LHEDEBEOTIAS LEH

B 77YT—23av0xRT
spark-shell I¥ > FEfioT7 /) r—ary2FE T LET,

$ which spark-shell
~/spark-2.3.0-bin-hadoop2.7/bin/spark-shell

272



$ spark-shell -i ./spam-detect.scala

ans: Double = 0.9607163489312536
HF A — I HE 196.07163489312636/% — t > b

OYAT A v 7 EfoT, 96 W EOEETHEEA -V EGETE LIRS

F L7

W BN XD ARRE(E O Tk B A — L3R

FlZLE, OVAT Ay 7GR o THARA -V EZHEL T
F9. DUFIE, B A X50H2% (Naive Bayes classifier) % f# -
F—¥arTi,

$ vi spam-detect-naivebayes.scala

import org.apache.spark.mllib.feature.HashingTF
import org.apache.spark.mllib.regression.LabeledPoint

import org.apache.spark.mllib.classification.{NaiveBayes, NaiveBayesModel}

@ 5-10 Spark MLIib

h

L, Mogdezfio TA
TeRERA— N THT 7Y

val f = sc.textFile("hdfs://n0121:9000/user/koga/SMSSpamCollection")
val spm = f.filter(L => L.contains("spam")).map(x => x.split("\t") (1))
val ham = f.filter(L => L.contains("ham" )).map(x => x.split("\t")(1))
var ftr = new HashingTF(numFeatures = 100)

val SPM = spm.map(txt => ftr.transform(txt.split("")))

val HAM = ham.map(txt => ftr.transform(txt.split("")))

val pos = SPM.map(features => LabeledPoint(1,feature

s))

val neg = HAM.map(features => LabeledPoint(0,features))

val dat = pos.union(neg)
val Array(trn, tst) = dat.randomSplit(Array(0.7, 0.3)

)

val mod = NaiveBayes.train(trn,lambda = 1.0, modelType = "multinomial") «[2]

val prd

tst.map(x => (mod.predict(x.features), x.label))

val ans = prd.filter(r => r._1 == r._2).count.toDouble / tst.count

println("¥E B X — JLHE " + (ans * 100) + "N — £ >
sys.exit

7097 LDHA
Spark MLIib #1245 B~ 1 XHMEE A LK — b
BN XA o TET LG R

|\1l)

il

O JAT Ay 7 ARG OLE LT, £ v R— bT 25885 () &, EFVOEROM

B O([2]) PERELZEFDIPYET,
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5% Spark-SQL. A MU—=32F FITT7F-2DNE. HEZOFA
W o055 LORT
spark-shell I~ FaflioC7 7V r—a Y EETLET,

$ spark-shell -i ./spam-detect-naivebayes.scala

ans: Double = 0.9485680888369374
W X — L E :94.85680888369374/% — > bk

5-11 Za—-JlIbRy FO—=JIC&DFEHE

Apache Spark 1213, =2 —F )V F v M T =7 DOEIG/—+ 7 b0 2 4HEEE (MultiLayer Perceptron
Classifier) (LLTF., MLPC) 2°& FNTHBY, #EMFE %479 Z LA HECT, LT Tk, Apache
Spark IO =a—F Nty b= OG5EEEH T -y OGEET) 7077 LADMHH
LEMTBEMHLET,

5-11-1 Za—-3I3Ry NI=JICLBD7 TV ADD5E

Apache Spark 121X, =2 —F VA v P —Z |\ ZFEBEIEL I ENUREET TV ERBL AN
TS PABEESNTVET, Hr 7V F—s05 b, SEIE, BMFEOAMMBE L TR E
NTVD [BYOTYADRE NI L EFT, T TN T—FIZEETN LT Y AL, [Iris
Setosa] [Iris Versicolor] [Iris Virginica] ® 3fifiz R ELA-LNDT, =% L LT
iE, fEofifl, A FoRE, RO, EULORE, ETLOIE, LW 4 0D EY
FbId, Lo, 0053 FTOIAPESNET, HEE L4 5ES LIEIE, Apache
Spark #5242 LIBSVM (R — b - Xy ¥ — v V7477 0)2THOWMZ S L9112,
1256 1 FTOMIZEHMLLZb02FALET, TALOEDOT—7IE, 150AHESNTE
D, Za2a—F Ny FI—ZICLBFE TR, 205 boKEaE2FEHHICRIAL, Bho7—
YEGHEOTAMICFIHLE Y, ERt3fEX &L 7 — % v ME. Apache Spark NI

* 1 TYAOF— 5T B IGHE
https://en.wikipedia.org/wiki/Iris_flower_data_set

* 2 LIBSVM &, ENLAEERFCHESNAEMFEHOF 477 TF, LIBSVM THIH Wi 2 IEBLHEA D
=y ey ME, ENZAEREO Web A RS AFARETT,
LIBSVM THHWRER ERLEAT -5ty POATFE
https://www.csie.ntu.edu.tw/"cjlin/libsvmtools/datasets/
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@5-11 Z2—FNzy b7—7IC&3%8
rsample_multiclass_classification_data..txtJ Bl gdhtweidy

EHERIDT — 2 DAFE

http://archive.ics.uci.edu/ml/machine-learning-databases/iris/iris.data

ERILEOT-2OAFE (128—3 v MER) :
https://raw.githubusercontent.com/apache/spark/master/data/mllib/sample_

multiclass_classification_data.txt

EREEDT— 2D AFS% (Apche Spark @ tarball A, /opt 71 L7 MYLITIZERL 2158) !

/opt/spark-2.3.0-bin-hadoop2.7/data/mllib/sample_multiclass_classification_data.txt

5-11-2 Apache Spark [CEFN3ZEIN\—-t7 POV 5ERE

ZRg\—t 7 b R (MLPC) &, EEFN =2 —F V% v b7 — 2% (Feed-Forward Neural
Networks) (BLF. FFNN) ## L, ANWERARKEOTFT -y #55 L, 8L ¥4, MLPC (3,
BHOBE OSBRI NET, ABIL 74P ANEh, &8, —z2—FNVty N T—2H
WKBWT, ROBIZY F T AL THRENTBY, 7= 2MEHFLET (B5-11),

Ao
BEFT—5 ‘
(Bl#RAF—%) WHFES5AT5U—
Apache Spark
P AD
(FHDF—4)
\lﬁﬁ hRIE thidfE H:UJE)

BSNEEFIL (B%)
5-11 Za-Fh%y hT—DICEWHEHFB
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BE5%F Spark-SQL. A hU -3V, F5T7F—aDMIR, HEBOFIE

Za—=F WAy b2 Tk, EFNOFEEIC [BEVERE] LWFHENDLHMDH Y FEHF W
ORET. HMdhFH LG, 8T — 2] LIRS, HICG 225G T— 5 2o
EWEEO T TT, FHEEF, SAOWALTF—FIC LT, kb7 v by s [BE] %
HoF528Td, 20 B #RKDA2ZEHFTERIE, HoCHELZRNOT A NHT—
Zixt LT, ki THE] 2o THETI LN TEET,

B 7Y ADF—%% HDFS [CHE#l

Tid. EBIZ. Apache Spark ILEENTVAT Y ADF— ¥ 2ffoT2a—F iy hT—2
Wk aFREGEEITET, £9. AT — %13, HDFS @D/user/koga 7 1 L 7 P U ITHRTEL
THIET,

$ hostname
n0120. jpn.linux.hpe.com

$ printenv SPARK_HOME
/opt/spark-2.3.0-bin-hadoop2.7

$ hdfs dfs -put \
$SPARK_HOME/data/mllib/sample_multiclass_classification_data.txt \
/user/koga/

B =-a1-5)b%xvy NI—2® Scala 7045 L [mip.scalal O{ERL

HDFS @ /user/koga 74 L 7 FVIREE LT VY ADANT— 4 %ffioT, =a—F W% v b
T=2 X DR ETW, TY A58 (BEORE) 35 Scala 7727 7 A [mlp.scalal %fF
%L £ 9o mlp.scala Tid, Apache Spark IZ¥EH I N TV B LR/ \—+7 bo G2 ET,
Gllid. ANT =5 DT0%THEEZITV, RY O 30%TENIEERICHHTEL0ETAML
E I

$ vi mlp.scala

import org.apache.spark.ml.classification.MultilayerPerceptronClassifier -
import org.apache.spark.ml.evaluation.MulticlassClassificationEvaluator «[2]
val PATH = "hdfs://n0121:9000/user/koga/sample_multiclass_classification_data.
txt"  —[3]

val data = spark.read.format("libsvm").load(PATH) «[4]

val SEED = System.currentTimeMillis() «[5]
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@5-11 Z2—FNzy FT—TICLBFE

val split = data.randomSplit(Array(0.7, 0.3), seed = SEED) «[6]
val trn = split(0) <[7]

val tst = split(1) -[§]

val lyr = Array[Int](4, 5, 4, 3) «[9]

val mlp = new MultilayerPerceptronClassifier().setLayers(lyr).setBlockSize(11
0) .setSeed(SEED) . setMaxIter(145) «[iq

val mod = mlp.fit(trn) -[if

val ans = mod.transform(tst) «[2

val prdct = ans.select("prediction", "label") «[ig

val eval = new MulticlassClassificationEvaluator().setMetricName("accuracy") [4

println("Accuracy:" + eval.evaluate(prdct)) «[i§
ans.show(false)
sys.exit

N

0% L0 :

BEBN—t T FOCHERET K- b

ZUIARMBES K- b

HDFS DT — 2 DINA & ¥

HDFS tOF—%%#0— K

BERLD» SEBOEL L 2EERE

HDFS LOF—4 % 70% (M7 —4) £30% (FZ h7—2%) (Hdl
T -2 BB

FRMF—2EAR

AhBH 4 /—F BhENSE/—F, ZORDEBABHF 4/ — K, HABHK3 /—FDZ2—F iy b T—7 5K
ZEN—t7 rOCAERERE

BT —2E=2—F)03y b7—7ICAhL, FEERTL. TEFN (B 24K
AR LEETFN B CFRAMF—2%ANDL. FBEEHE

BONLEERD SHEME 5L EER

SUFANBEROXA Ry T EEY b

T AOBRORAEGERDIERES £ X5

Gl EEREEE = [E =@ = R =

A Note —a1—ZNNFxy bhT—VEBODER

Apache Spark TlZ, ==V %y b7 =270/ — FEZF TR, BoBLEHETE T
Fo BFIE, Scala 7057 7 212BWTC, ANRK (V— N30, il (2 — FEA55). 1
T (7= FEPD O3EIreEENs=a—F Gy FT—2 %2FHTAHTY,

val 1lyr Array[Int] (4, 5, 4)
val mlp = new MultilayerPerceptronClassifier().setLayers(lyr).setBlock=
Size(110) .setSeed (SEED) .setMaxIter (145)
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#5% Spark-SQL. A RU—327. ¥5T7F—4DONE, HEEOFE
B Scala 7045 . [mip.scalal] OXE{T

Spark ¥ = JVC Scala 7H 77 L [mlp.scalal #ETL 5, EMICHEHTE S G0 HERL
LTRRENET,

$ spark-shell \

--master spark://n0121:7077 \

—-executor-memory 1g \

—-driver-memory 2g \
-i ./mlp.scala

Accuracy:0.9642857142857143

ERIE, BT 4o TER L= —F Ay VT—2 0TV (MH) 2EKL, %
DETNVIZRHMDT XY ADT AN =82 AT HE, $964%DT—F12BWT, 7Y 2D
SHEHICE LAz e EKR LT T,

5-11-3 Python 7095 L [mip.pyl] DERE

Faltld, Python I X 25 E 70 77 2 ¥ FHEANE DT A TT . Apache Spark TH
Python |2 £ AHMFEH O 70 75 I FO5ETCTT, LT Tk, BIIEDT7 Y 2AO5EFE 70
77 L& Python Saf CIER L. FEAITLTAEL L 90 LT O Python 77U Z 7 2D T VT AL
X, Scala 707 T LD EFLTY,

$ hostname
n0120. jpn.linux.hpe.com

$ vi mlp.py

from __future__ import print_function

from pyspark.ml.classification import MultilayerPerceptronClassifier
from pyspark.ml.evaluation import MulticlassClassificationEvaluator
from pyspark.sql import SparkSession

import time

if __name__ == "__main__":
spark = SparkSession.builder.appName("MyMLP").getOrCreate()
PATH = "hdfs://n0121:9000/user/koga/sample_multiclass_classification_dat

a.txt"
data = spark.read.format("libsvm").load(PATH)
SEED = int(time.time() * 1000)

278



@5-11 Z2—FNzy FT—TICLBFE

split = data.randomSplit([0.7, 0.3], SEED)

trn = split[0]

tst = split[1]

lyr = [4, 5, 4, 3]

mlp = MultilayerPerceptronClassifier(maxIter=145, layers=lyr, blockSize=1
10, seed=SEED)

mod = mlp.fit(trn)

ans = mod.transform(tst)

prdct = ans.select("prediction", "label")

eval = MulticlassClassificationEvaluator(metricName="accuracy")

print ("Accuracy: " + str(eval.evaluate(prdct)))

ans . show ()
spark.stop()

B Python 7095 LOXEST
Apache Spark 73R4 % [spark-submit| I~ FTPython 7077 A% EITLE T,

$ spark-submit --master spark://n0121:7077 ./mlp.py

Accuracy: 0.980392156863

LLET, Apache Spark DZ{/S— 7 b0 VI L 2 FH ERHMOT— ¥ OGN TEE
Lo =&, Z2—FhFy T =2 Tk, ERGIVEIERITI 205 {, 24 ) 0FtE
BELEE LTS, TEIF, A—73— 20 a2 — ¥ % £ High Performance Computing (HPC) @
HRIZBWT, =2a—F Nty b7 -2 OHRHEEL D [REBEE] ©ERIZGoTwET,
Bl 5Ic, EREEL D= a—F WAy T =2 IR EN LB THFOTE. Wi
ARk TRy ol AshERE LS SICAT R RS 0L LT, BT R P TR ATIE L C
WwEd,

Spark 7 7 A% —Tld, AFETHAML72L )12, 1EKD C S3E% FORTRAN SiElZ L5707
FIVHIIHRT, 22—V Fy NT—=2DOFATIF Iy 7ON—Fid, EFIELE-T
WET, FTE. AHTHML-Z2—F WAy PI—s0ERNLE TS T 3V F2fiv, £
Br—tTba RO TOT I ARETL, BHMEEHORREZATAT(EE, ZLT,
WO, ERBEELRLEDT A7) e flA bbb LT, Spark 7 7 A% — 12 & A RUACEI OB
FREE Y FIZANTATLLZE W,
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BE5%F Spark-SQL. A hU -3V, F5T7F—aDMIR, HEBOFIE

5-12 F&&

AFTIL, Apache Spark OFEE, MEEEFIH, £ LT, £33 VK =3 ¥ MIDWTHHEIIHANLE
Lice T=4RALERSNEY TS A LOFHTTiE, Hadoop ¥ AT ANDE v FF—4 D
RECIMA, AU =3I 7R, 77 70, BWEE T A 77 IS X A0, EENR DT
F+H A, Apache Spark (3, CNED—HOF— S MBEZWFRIZTH 7L — AT —7 2L £§,
LSETIE, BHETHERE 707 T 3 2 FHNET o 2 MAYEHRALVEEIEAE AT, Apache Spark D% 512
L0, BRI - FIITE S L9124 0 £ LA, €0, Apache Spark & Hadoop % X— A

L7 L A 2 L, A v AL 2BEE T — 5 TR RER L TA TS,
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6 E

Hive/Impala/HBase/Pig
- F=I9N—=ADIRE

Hadoop EBLUFIO T —7 KB TIE. E(C RDBMS AifEFHNTHD. ST
7P TUT— 3D\ IIY R ITHFCSIF2EEOT—5BRICL<FIR
ETNTWVEY, RDBMS A RR{ET 5 & EH(C. Hadoop BEE(CHBLTH SAQL
[ELBT—HYDUNBH KD SNDLICHED, TIVRFALELT, SAL (TR
{E%&{TX % Apache Hive. Apache Impala IFEDEBIBLTEFX LI, Ffe. B
TE, T—IR—AZFDEDHHMEFRD RDBMS EFEKD [FligHEF—5X—
Al (F=NUa—=) BTN SLSCHBDEEDIC. F5LETL—LD0—0%
BEINTED, RETIEK. IERICZLOBHTHREINTVED .

FETIE, Hadoop ¥ SR F—(CHB1FD SQAL/NoSQL F—F < X—ADIREHaTE
IV AT LhELT, Apache Hive, Apache Impala [CHNZ.. Apache HBase.
ZULTCT—YRIEDHDR U T MFEED Apache Pig ZBTLE T,
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% 6 E Hive/lmpala/HBase/Pig - 7 — & ~N— Z DEfE

6-1 Apache Hive

Hadoop 7 7 A ¥ — O KMIET — % % SQL W7/ TR 2 5 27 b7 = 7 ®D—2|Z Apache
Hive #°% Y £ 3, Apache Hive |, Hadoop 7787 7 A W A7 A EIRE SN TV A T — 7 O
HRZEm AT WE S, 2—H &, HiveQL (LT HQL) &I L F— b ¥Eik (7=
V-5 Ao TF— 4 RRMELET, HQL 1L, fEkd RDBMS THIH ST 5 SQL 121
THED, SQLIZHE L T AL—H—ThiX, FHI A 20T Hive ZFIHTE 5720,
Hadoop 7 7 A% —TILFIHEINTVBE Y I b7 27 OD—2TY,

Apache Hive (&, Hadoop ®% DOEL Y 7 + 7 = 7 L fldafbE TR HETT, Java Database
Connectivity (JDBC) #{f~ T, Java #*5 Hive 127 7 £ A§ 5 Z &R, Python %2 E06FHT 5
ZEBURETY, T, FmEAFIETH H Apache Pig LHMlAGDLETHHTL2HI L L% D
DEHA,

—f%lZ, RDBMS THIH &M% SQL &, MFEEEME, #60E, A4V TVf D7 L) —
AFEATTRETTAY, MO PR 27— A ADOREEHRENTWFE T, —J, Apache Hive TF
HENDHQLIE, VT MZ AL LN, GLANY FUBATHHEND ZLALHRL{H
NEdAo, T—F4 4 XiE, Hadoop DA —NT I A1) v b2 FDFEETEZTEDL D, RY
NAMROT—y SO L ET (H6-1),

# 6-1 SQL & HiveQL ML

—fRAY 4 SQL HiveQL
FriBER RDBMS Hadoop 577 7 4 IV 3 A 7 4
7 ) — ek T TA XN T NS A LA Ny F AL
W) 77— 94X FHNA M &4 b

6-1-1 Apache Hive kK- b

Apache Hive (£, L FICRTHEEOY —EATHRENT T,

@MetaStore
MetaStore ' — ¥ A&, Hadoop THL7 7 ANV AT A LDOF =42 RKODLIIZREL 7«
Wy OfHZHGWE 3, O MetaStore |&, #%, RDBMS THi&EL L 3, 2—+—I&, HQL

% 1 HQL &, SQLIZM AL TT— # 2 {ETE 35 ANSISQL TlEH ) FE A,
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& LT, hive 7 F, #5\2lL, beeline I7 ¥ K& THMT 7 A VY AT L EDOF—
FICTZ7EALET,
@HiveServer
hive 2%~ Fid, Hive D@D /N— T a ¥ 5ERE I N TV A HQL TT A%, #£I2 beeline
ARG LE L, 2—H—Dhive 27 ¥ FOap4rid, HiveServer ¥ — AL %
HBLEF.
@HiveServer2
beeline I~ ¥ FD 4 # ALFE 4 5 ? L, HiveServer2 ' — ¥ A TCTT, HERR., FrLw
beeline 2 ¥~ F, B LT, HiveServer2 H— Y ADOFHI RSN T TS,
@WebHCat
WebHCat r— Y Alx, 7947 ¥/ —F95 curl ¥ ¥ R4 2O REST API Z#%H L
T Hive B {ET 572004 - ATY,

Hive (&, Hadoop 7 7 A ¥ — %2l %5 MapReduce % Tez & I 2 LB DA A (7
L—LT—27) 2o TTF— ¥ DELITE T, E5(2, ODBC, B L, JIDBC @ API [Z4f/i:
LTWwb7s, 4— F—F ¢ EOWH Y — LRy — V7 EA Hive A THHL7 7 A V¥
AT A EDTF—=F W)W T EATRETT (E6-1),

beeline
av> R

hive JDBC

MetaStore
H—EX

HiveServer HiveServer2 WebHCat
H—EX H—EX H—EX

E MapReduceZF/z(3Tez TH#R

Hadoop
YARN

CPANATN

6-1 Apache Hive D> FR—% > b
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% 6 I Hive/lmpala/HBase/Pig - 7 — & N — A DIZ{E

6-1-2 MapR 95X —~0 Apache Hive D1 2X b=

LT UL, Apache Hive # MapR 7 T A% —1ZA Y A F = L, FIHT A FIEZBHML TS, 4
[a], Apache Hive @ MetaStore H— E A DEH5E 12, RDBMS @ MariaDB & L ¥ 9, MetaStore H—
Y2 DAY Td A RDBMS (2. MariaDB LAFIZH . MySQL, PostgreSQL 7 & CHERLTTRE T,
¥ 7-4-[71 9 MetaStore ¥ — ¥ A%, Hadoop 7 7 A ¥ — / — F® n0131.jpn.linux.hpe.com (ZHEHE L

9 (®6-2),

- MetaStoreb—EX : MapRISAF—)—FAD1) — RTHE
: MariaDBTH#hk

- HiveServer2—EX  : MetaStoret—EAH\HEIT 5 ./ — R THi@

« WebHCatbH—EX : MetaStore—EXH' T 5./ — RTHE
» MetaStore
» HiveServe2
* WebHCat

C-a-DJ—F C-a-DJ—Fk C-a-DJ—K C-a-DJ =k DSATPURISY
=8 — K
DMariaDB
| |

6-2 SEIBHET 5 Apache Hive DY X 7 AERK

H MEP URY bUDFESR
F9°, MapR 7 7 A% —D 4/ — FIZ MapR 2512t 3 % MEP (MapR Expansion Pack) @V K
POFELLEESN T A EHRELE T,

# hostname
n0130. jpn.linux.hpe.com

# clush -g cl,all -L \

"grep -A 6 maprecosystem /etc/yum.repos.d/maprtech.repo"

n0130: [maprecosystem]

n0130: name=MapR Technologies

n0130: baseurl=http://package.mapr.com/releases/MEP/MEP-5.0.0/redhat/
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n0130: enabled=1
n0130: gpgcheck=0
n0130: protect=1

B RIRERORE

2—=F—=DR—=LHF A L7 8D [.bash_profile] 7 7 1 VIZ Java DEREEZEL [ JAVA_HOME
&, Hive DEHIZH [HIVE_HOME] %50k L 3, 4 EZE, root T—H— & mapr Z—H— |23 L
THEEHETRRLET .

# clush -g cl,all "cat >> /root/.bash_profile << ’__EOF__’
export JAVA_HOME=/usr/lib/jvm/jre

export HIVE_HOME=/opt/mapr/hive/hive-2.1

export PATH=\$HIVE_HOME/bin:\$PATH

__EOF__"

# clush -g cl,all "cat >> /home/mapr/.bash_profile << ’__EOF__’
export JAVA_HOME=/usr/lib/jvm/jre

export HIVE_HOME=/opt/mapr/hive/hive-2.1

export PATH=\$HIVE_HOME/bin:\$PATH

EOF__"

A Note IRIEZ¥ JAVA_HOME

BRBEA L[ JAVA_HOME 1A, FHiNC A ¥ A b=V L7z Java DT 1 L7 b U 2SAGRIRET 2 LTAH
HY FT. KETHE, fusr/1ib/jvm/jre ZHHE L TV E 25, THMUL, /etc/alternatives/jre
ANOY YRy 7 )7l loTwE T, E6II, /etc/alternatives/jre b YK v 7Y
Y7l o THEY. CentOS 7 RD java-1.8.0-openjdk-headless RPM 73 v 7r — YV D6, jre
F4 L7 FPIOFEEKE, WTOF4 L2 FIIZED T,

/usr/1lib/jvm/java-1.8.0-openjdk-</S— 3 3 L FES>.e17_4.x86_64/jre

ALl L2 BRBi 28 & R L £ 975

# clush -g cl,all -L \
"grep -E ’JAVA_HOME |HIVE_HOME’® /root/.bash_profile"
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n0130: export JAVA_HOME=/usr/lib/jvm/jre
n0130: export HIVE_HOME=/opt/mapr/hive/hive-2.1
n0130: export PATH=$HIVE_HOME/bin:$PATH

# clush -g cl,all -L \
"grep —-E ’JAVA_HOME|HIVE_HOME’ /home/mapr/.bash_profile"

Z—H— mapr @ .bash_profile DFTAE % mapr. FTE 7V — 7% mapr iIZiXE L E3,

# clush -g cl,all "chown mapr:mapr /home/mapr/.bash_profile"

B Hive D1 2X =L

Hive /3w /r— ¥ mapr-hive # 7 A4 7 M/ —F &V A —/—FIZA VA= L
9,

# clush -g cl,all "yum makecache fast && yum install -y mapr-hive"
{ YA =N L7zHive D/N—Y 3 YRR L F T,

# clush -g cl,all "1ls /opt/mapr/hive/"

n0133: hive-2.1

Hive EDRE7 7 A VA ¥ - LET,

# clush -gl,all \

"cp -a /opt/mapr/hive/hive-2.1/conf.new/* \
/opt/mapr/hive/hive-2.1/conf/"

4-a]lX, HiveServer2, HiveMetaStore, HiveWebhcat % n0131.jpn.linux.hpe.com DA A > A b —

VLET,
# clush -w n0131 \
"yum install -y \
mapr-hiveserver2 \

mapr-hivemetastore \
mapr-hivewebhcat"

Hive 7 7 A% — DR ZEH L T4,
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# clush -a "/opt/mapr/server/configure.sh -R"

B MariaDB D12 =]l

7 7 A% —/— F® n0131.jpn.linux.hpe.com {2, MetaStore I — & A D72 @ RDBMS H—/v—
HES L £, MariaDB OREEIZBWT, —#b, wiHEAIZ X 2 AT)AH A 72®, MariaDB 4 —
73— & 7 A n0131 jpn.linux.hpe.com {20 7 1 > L 4,

# ssh n0131-mgm

# hostname
n0131.jpn.linux.hpe.com

MariaDB ® ) KY P DFFET 7 A Mgk L T, 4l&, MariaDB @7/3—3 3 »id, 103.5
AL E L

# cat > /etc/yum.repos.d/mariadb.repo << __EOF__
[mariadb]
character-set-server=utif8
name = MariaDB
baseurl = http://yum.mariadb.org/10.3.5/centos7-amd64
gpgkey=https://yum.mariadb.org/RPM-GPG-KEY-MariaDB
gpgcheck=1
enabled=1

EOF

MariaDB @ RPM /8 v 7 — T D GPG ¥ —% 1 ¥ R—F LE T, BHOTOF o —H— " —§FH
TAVF =5y MIT 22 AT AEETIE, FalZBEELEMD nttps_proxy #ixELTBEXF T,

# export https_proxy=http://proxy.your.site.com:8080
# rpm --import https://yum.mariadb.org/RPM-GPG-KEY-MariaDB

MariaDB @ RPM /Sy 7 — % 4 A b=V L F3,

# yum install -y MariaDB-client MariaDB-server
# rpm -qa | grep MariaDB
MariaDB-common-10.3.5-1.el7.centos.x86_64
MariaDB-compat-10.3.5-1.el7.centos.x86_64
MariaDB-client-10.3.5-1.el7.centos.x86_64
MariaDB-server-10.3.5-1.el7.centos.x86_64
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MariaDB @R E 7 7 4 W EER L 7,

# cp /etc/my.cnf /etc/my.cnf.org
# cat > /etc/my.cnf << __EOF__
[mysqld]
datadir=/var/lib/mysql
socket=/var/lib/mysql/mysql.sock
symbolic-1inks=0
[mysqld_safe]
log-error=/var/log/mariadb/mariadb.log
pid-file=/var/run/mariadb/mariadb.pid
character-set-server=utf8
!includedir /etc/my.cnf.d

EOF

MariaDB @ 7 — 4% X—A% { » A b—)L L £7, /var/lib/mysql 71 L 2 FPULITFIZ, 7—
FN— ADERPEFRINT T,
# mysql_install_db

Installing MariaDB/MySQL system tables in ’/var/lib/mysql’
OK

T =& NR— ADERPRE SN D fvar/lib/mysql T4 L7 PR TFTOTRTOT 7 A NET A
L7 N OFTEE LAYV — 7% mysql IZRELFE T,

# chown -R mysql:mysql /var/lib/mysql

MariaDB 7 — # N— Z &i2#) L £,
# systemctl start mariadb
# systemctl status mariadb | grep Active

Active: active (running) since Wed 2018-02-28 17:06:12 JST; 4s ago

# systemctl enable mariadb

MariaDB @ ##J7%5E 13, mysql_secure_installation 2<% ¥ FTiTWF 9, HIZMEET 55
AR TRELI T,

# mysql_secure_installation

Enter current password for root (enter for none): <«Z®%%ENTER*¥—%Ah
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Set root password? [Y/n]l Y «Y#%A#H

New password: ~&[EE. MariaDB O root 1 —# —M/¥ZX T — K% password1234 IR TE

Re-enter new password: password1234 —BENZT—KEAND

l;tz;_l;love anonymous users? [Y/n] Y «E&1-¥—%HEET520Y AN

].)i;allow root login remotely? [Y/n] Y —&B@»5 root COEMEEETHLDY EAH

E.l(.eu.love test database and access to it? [Y/n] Y <« testDB #Hli&d 3.8 Y AN

ﬁéioad privilege tables now? [Y/n] Y «#Er—Jazun—r

'i‘llla‘mks for using MariaDB!

mysql ¥ ¥ F&ffio> T, MariaDB ~OHAEMA L I3, [-pl #7733 X 2id, &iEED

mysql_secure_installation 2% ¥ FOWFEENOEETAN LI AT—FEREL T T,

# mysql -uroot -ppasswordl234 -e "show databases;"
F—— ;

| Database |
= !
| information_schema |
|
|
+

| mysql
| performance_schema
—

VLET MariaDB 23l T& 4 X 912 ) F L,

B MySQL aRXIIDAL /A b=Ib

Hive #*% MariaDB (25265t 5728 D MySQL I+ 7 ¥ [mysql-connector-java.jar] % 4 ~
X }‘ — )]/ L 3’: d‘o

# hostname
n0131. jpn.linux.hpe.com

# yum install -y mysql-comnector-java

# 1n -s \

/usr/share/java/mysql-connector-java.jar \
/opt/mapr/hive/hive-2.1/1ib/mysql-connector-java.jar

289



% 6 & Hive/lmpala/HBase/Pig - 7 — & N — Z DIR1E
B >—9~—X [metastore] & Hive 1—Y— [hivel OERk

MariaDB @7 — # ~X\— A [metastore]| & Hive Z—'— [hive| #{EHT 5 SQL X% 7 F A b
TrANE LTERLET, 40, F—F¥R—ZAZT 7L ATEX5 hive L—HF—DIPT FL A
2, F— 7 HLAN® [10.0.0.0/24]) IZRELF 7,

# cat > sql-for-hive.sql << __EOF_
CREATE DATABASE metastore;

USE metastore;

CREATE USER ’hive’@’10.0.0.%’ IDENTIFIED BY ’passwordi1234’;
REVOKE ALL PRIVILEGES, GRANT OPTION FROM ’hive’@°10.0.0.%°;
GRANT ALL PRIVILEGES ON metastore.* TO ’'hive’@’10.0.0.%°;
FLUSH PRIVILEGES;

EOF

fER L 72 SQL 3% MariaDB 120 — FL 9,

# mysql -uroot -ppasswordl234 < ./sql-for-hive.sql
# exit

Column SQL XDEk 7 71 v

T NR=ZDEER = —DIER Z 179 SQL LSz b, 22— =L 77— & <X— 2 0l
Br%475 SQL 3 (drop.sql) bHHETHELTBL LHFITY ., MySQL % MariaDB Tli.
DROP ek D, 77— R—ZAR2—HF—%HIBRTE $9, SQL iz, AMPFHTALT
HILIHDFTH MR THEEISIETI L HFM L, sql-for-hive.sql % drop.sql
DEH, HEOSQL LEHBLFFAIN I FANETF—IR—ZAY T by o7 lZ0— Y
LONENTLE I

# cat > drop.sql << __EOF__

DROP DATABASE metastore;

DROP USER ’'hive’@’10.0.0.%°;
EOF

# mysql -uroot -ppassword1234 < ./drop.sql
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M hive-site.xml 7 7 1 JLOERTE

Hive D ED FH % 7§ 7 7 4 % hive-site.xml C7, hive-site.xml [ZIFETE % /¥
FA=F =3, BRLEETTY., LERBEROBEFEEDTICRLES, 3. £/—-F
@ /opt/mapr/hive/hive-2.1/conf 74 L7 FUI T 7 A MM INTWAZ L ZHEREL £

Fo AT 2947 M/ —FTEELE T,

# hostname
n0130. jpn.linux.hpe.com

# clush -g cl,all -L "1ls /opt/mapr/hive/hive-2.1/conf/"
n0130: beeline-log4j2.properties.template
n0130: hive-default.xml.template

n0130: hive-env.sh.template

n0130: hive-exec-log4j2.properties.template
n0130: hive-log4j2.properties.template

n0130: hive-site.xml

n0130: hplsql-site.xml

n0130: ivysettings.xml

n0130: 1llap-cli-log4j2.properties.template
n0130: llap-daemon-log4j2.properties.template
n0130: parquet-logging.properties

n0130: warden.hcat.conf

n0130: warden.hivemeta.conf

n0130: warden.hs2.conf

7 ¥ 7L — b ® hive-default.xml.template 7 7 1 V' % hive-site.xml &\ 9 %H[ T3 ¥ —

PER L ¥4, F7-. hive-site.xml 77 A VOF VP FNLEHRLTBEFT,

# clush -g cl,all \

"cp -—a \
/opt/mapr/hive/hive-2.1/conf/hive-default.xml.template \
/opt/mapr/hive/hive-2.1/conf/hive-site.xml"

# clush -g cl,all \

"cp /opt/mapr/hive/hive-2.1/conf/hive-site.xml \
/opt/mapr/hive/hive-2.1/conf/hive-site.xml.org"

A-[A], hive-site.xml 7 7 A WHNTEHTLINT A -7 —|F, T6-2DEBHTT,
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#+£ 6-2 hive-sitexml 77 M IIVRTERTBH/INT A —& —

hive-site.xm ADEH /ST X — 2 — AR

javax.jdo.option.ConnectionURL JEmide & 7t 5 MetaStore 1 — 23— & 5%
javax.jdo.option.ConnectionDriverName IDBC N7 4 NOIEE
javax.jdo.option.ConnectionUserName JDBC #EHI Tt 4 2 2 — - 2 i
javax.jdo.option.ConnectionPassword JIDBC #EM Tt d 2 T —H— /827 — F &
hive.metastore.uris MetaStore @ URI #* 5%

system:java.io.tmpdir —WE7 7 A NS HT AL M)
system:user.name Hive Z#E79 51— —%

hive-site.xml 77 A VW &fREL ET T, T6-2 IIRL7/VT A—F— 2BV, [systen: java.
io.tmpdir]| & [system:user.name| (%, hive-site.xml 7 7 1 WD F470 [</configuration> |
DRNICBRELE T, 022120 T, lD/8F A—F — L R4 )| hive-site.xml 7 7 A )V
PIZBWT, FEIEMTRAT 5% 5729, [<property>| & [</property>] % i Tl
FLIR LT 728,

# vi /opt/mapr/hive/hive-2.1/conf/hive-site.xml

<name>javax.jdo.option.ConnectionURL</name>
<value>jdbc:mysql://n0131. jpn.linux.hpe.com/metastore</value>

<name>javax.jdo.option.ConnectionDriverName</name>
<value>com.mysql. jdbc.Driver</value>

<name>javax.jdo.option.ConnectionUserName</name>
<value>hive</value>

<name>javax.jdo.option.ConnectionPassword</name>
<value>password1234</value>

<name>hive.metastore.uris</name>
<value>thrift://n0131.jpn.linux.hpe.com:9083/</value>

<property>
<name>system:java.io.tmpdir</name>
<value>/tmp/hive/java</value>

</property>

<property>
<name>system:user.name</name>
<value>${user.name}</value>
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</property>

B /tmp/hive/java F« LI NUDIN\—=v 3 VDRE

hive-site.xml 7 7 4 V® [system:java.io.tmpdir| (2/¥F A—% — & L Ti%%E L 72/tmp/
hive/java 74 L7 M) &4/ — FIMERL, — 2 —F -0 ZALMERT 245 L 7,

# clush -g cl,all "mkdir -p /tmp/hive/java"
# clush -g cl,all "chmod 1777 /tmp/hive/java"

T N=3ya il bbT. Ty M NDOFEEDADFEABETCESLIICT B0, chmod
AvCRICR, 271y X—Ey bEMFELE [1777] EHEELE T,

M hive-site.xml 771 ILOIE—
i L7 hive-site.xml 77 A NVEE/ —FIZaE€—-LEd,

# clush -a -c \
/opt/mapr/hive/hive-2.1/conf/hive-site.xml \
--dest=/opt/mapr/hive/hive-2.1/conf/

VL ET, hive-site.xml 7 7 A VDFehAiE T LE L7,

B =9 R—=ZAAF—7 D4k
RIZ, schemaTool Zf - T, T—F X—2A &L £3,
# clush -w n0131 \

/opt/mapr/hive/hive-2.1/bin/schematool \
-dbType mysql \

-initSchema

n0131: Metastore connection URL: jdbc:mysql://n0131. jpn.linux.hpe.com/
metastore

n0131: Metastore Connection Driver : com.mysql.jdbc.Driver

n0131: Metastore connection User: hive

n0131: Starting metastore schema initialization to 2.1.0
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n0131: Initialization script hive-schema-2.1.0.mysqgl.sql
n0131: Initialization script completed
n0131: schemaTool completed

M beeline 7> RO

74T Y N —F»b, beeline I~ ¥ K& ffio T Hive T —/N— |27 7 ATE 5D %R
LEd, Hive == |27 7t A TENIL, beeline DA~ F7rO 7 rHBT LT T,

# hostname
n0130. jpn.linux.hpe.com

# su - mapr
$ whoami
mapr

$ beeline
Beeline version 2.1.1-mapr-1803 by Apache Hive
beeline>

1 ZOBFAT. beeline Av > FHFHBRETICIS—ICH 31581, BE. configure.sh 27 1) 7
kDEFT. MariaDB. hive-site.xml 7 7 T IWDHEELELERETLEFf W T,

beeline I~ ¥ N7 17 T, Hive I[ZH#HE L £ 9, Hive IZHET 51213, beeline 2~ ¥ F
TRy ET, LTFTOLICAHLET,

beeline > !connect jdbc:hive2://n0131:10000/default

WUTT, DTOIICa—F—REeNAT= FOANPFROENL DT, 2—H %12 mapr,
JSAT — FIZ, [password1234] # AN L F¥,

Enter username for jdbc:hive2://n0131:10000/default: mapr
Enter password for jdbc:hive2://n0131:10000/default: **kx*kk*

SO A NVA =Rl il Y ROBS N | A P
0: jdbc:hive2://n0131:10000/default>
FTT7 4N DT =5 RX—2R [default] DAL E ) DEMRELE T,
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0: jdbc:hive2://n0131:10000/default> show databases;

| database_name

Q==

+—=

| default

o=,

1 row selected (0.164 seconds)

0: jdbc:hive2://n0131:10000/default>

beeline D2 F70 ¥ FT [lquit] EAJIL. beeline I¥ ¥ FEHTLFT,

0: jdbc:hive2://n0131:10000/default> !quit

$

VL ET., HiveMetastore *—/3¥—% MariaDB T L7z Hive ZFIITE 2 L9122 F L7

6-1-3 Hive OE){EHEER

beeline I ¥ ¥ FEfHi-TSQLD &I L7 — 7 MEELITWEF, A0IE, fEERBY A M %21fE
WL, (€68 2 M SIHE 2Hi S AEEE TV ES, 3. UTo L) 2iE(R) 2 b o7
FAPMTZ7 A [employee.txt] #IEH L F 9, &2 C. employee.txt WOKIEH (ft¥BF

B, EEF, B, &) MoZHE, AR—AF-TlERL, ¥ 7F-TADLT T,

$ hostname

n0130. jpn.linux.hpe.com

$ whoami

mapr

$ vi /home/mapr/employee.txt

EmpNum
012345
023456
034567
045678

Office
Tokyo
Osaka
USA
USA

Org
Sales
Dev
Ops
IT

EmpName

Masazumi Koga
Satoshi Nakamoto
John William Mauchly
John von Neumann

FIEHAY 7 THEY S M7 employee.txt 7 7 4 WAMWER T X725, Hive —/V— DL —H—
mapr DFE— LT 4 L7 PJIZa—-LTBEFT,

$ scp employee.txt n0131:/home/mapr/
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beeline I ¥ F& AL, Hive Zi#EE L 9, beeline IZid, Hive $— 3 —~DEF L, [-ul
dFvar, - —4%iEF, [0l A7y 3>, 2—F -2 T—FiE, [-pl + 7 3 »Tif

THTT,

$ beeline \

-u jdbc:hive2://n0131:10000/default \

-n mapr \
-p password1234

0: jdbc:hive2://n0131:10000/default>
Hive ¥ — /N =~ % FEV {EAD beeline DI~V ¥ K710 7 M, [0: jdbc:hive2://n013

:10000/default>] TFREINFETH, MEADEE L, AETIE, beeline DIV K707 |
X fbeeline>J ELET,

[y

B =7 ILOERE

beeline 37 F72 7 b LT, 7—7 W [emplist] /L ¥ 3, beeline I~ N7
YTRTIE, BW1ffoa~y FEEBITICD2 o TANTHTT, HEIT B2 5481k, 2
Y FTU TN L ) TRENIT. GEORRIC (3] 2 AN LT (Enter ) ¥ —
Ny aE 12065 LTRESNET,
beeline> create table
.> emplist(empnum INT, office STRING, org STRING, empname STRING)

. .> row format delimited fields terminated by ’\t’;
No rows affected (1.704 seconds)

—TNMPMERTETCE 0% MERL T,

beeline> show tables;

e +——t
| tab_name
e "
| emplist |

fmm R

1 row selected (0.121 seconds)
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A Note F— 7ILODHIRE

T—=7NEHIRT A2, drop A7 ¥ FEfivE T,

beeline> drop table emplist;

Hive —/Y— (n0131) LD —F—mapr DF—LF 4 L7 MJIZHLUHEBV A LD 774
) [employee.txt] % Hive 20— FLZF§ 1,

beeline> load data local inpath
beeline> ’/home/mapr/employee.txt’
beeline> into table emplist;

No rows affected (0.181 seconds)

1 ZODEAT. employee.txt 7 7 4 JLH . MapR-FS M /user/hive/warehouse 71 L 7 b U IZ4H
mInEd,

O— NLAMERY AP EFRTELDPMHRLET, |

beeline> select emplist.* from emplist;

+- + + + +——+
| emplist.empnum | emplist.office | emplist.org | emplist.empname |
| NULL | Dffice | Org | EmpName |
| 12345 | Tokyo | Sales | Masazumi Koga |
| 23456 | Osaka | Dev | Satoshi Nakamoto |
| 34567 | UsA | Ops | John William Mauchly |
| 45678 | USA | IT | John von Neumann |

4= .
5 rows selected (0.131 seconds)

i REBVYZMPRREINT. [NLL] PRREN B1581E. employee.txt 7 7 1 ILOBEMEY % 7
TEENTVWBILEIPEMRBLTLEE W, T, FELGFEBAR-ZAPETFIA-TVEEHE
. MY BENHNET,

Hive 25 IEFIZHEER Y A P20 — FCTEF Lz, 610, KIKEFEIICAR T 2 (£ B ik
B TE AR L LT,
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beeline> select emplist.* from emplist
beeline> where emplist.office like ’Osaka’;
+- + +

| emplist.empnum | emplist.office | emplist.org | emplist.empname |

+
+
+

+— + + + ——t
| 23456 | Osaka | Dev | Satoshi Nakamoto |

+— ; ; ; }
1 row selected (0.522 seconds)

KIFHERIZHE T 21X BOMHHEZME TE £ L7, beeline PIAT Y KTO X T h & T
[ o

beeline> !quit

$

B MapR-FS [CfichicT—J L& R
MapR-FS L Cb it HIEHD employee.txt IZ7 7 LA TE AN EEALTBE T,

$ hostname
n0130. jpn.linux.hpe.com

$ hadoop fs -cat /user/hive/warehouse/emplist/employee.txt

EmpNum Office Org EmpName

012345 Tokyo Sales Masazumi Koga

023456 Osaka Dev Satoshi Nakamoto
034567 USA Ops John William Mauchly
045678 USA IE John von Neumann

$ exit

24TV EPLBNES T Y M LT, TV RATELZEZMALTBET T,

# hostname
n0130. jpn.linux.hpe.com

# whoami
root

# mount -t nfs n0131:/mapr /mnt
# cd /mnt/hpe-mapr-clusterOl/user/hive/warehouse/emplist/
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# cat ./employee.txt

EmpNum O0Office Org EmpName

012345 Tokyo Sales Masazumi Koga
023456 O0Osaka Dev Satoshi Nakamoto
034567 USA Ops John William Mauchly
045678 USA 138 John von Neumann

# cd; umount /mnt

LLET, MapR 2 7 A% — L THive CX BF— e Ta T L7

6-2 Apache Impala

Hadoop IZ1&, Hive DAMZH 7 2 — x> I U HFE4E L £ 37, Hive Tld, Hadoop M5 HULEE O
tLA4L#A T 5 MapReduce % ffi > Ty F L7247, MapReduce |ZfRFF L @il 7 1) — DK
T Am»IIaT s OMTIrblTwE Lz, £2TC, HERD MapReduce DILHLA 2
FEET, o/l HLuGiloEmEs =) -2V & LT ENZZDD5, Apache Impala
T,

Apache Impala {3, Hive [Aff(2, 18472 SQL (2B 720 T 7 — ¥ BIEAIRET S, F 72,
Hive F—/N— I SN/ T7— s BEEZZOTIFHTE S A1) v FH¥H Y £F, Apache Impala
i3, impala-shell LIEENZ a2~ FIA4 XY —LHAHESIRTEBY, 7=y ~D /1) -3
DY —=NEEALE T,

Impala (3. Hive 255§ 2 BB CTHIT 85 2 L A% { . Hive ® MetaStore ¥ — & A &l L
THME L 4. Impala 332123517 A Hive @ MetaStore (21&, Impala 257 7 & AT fE2% 7 — 7 WV 1H
Wt ENE T, 2—F—F—F D77 A MR T—TNVEKE, 8,7 71V AT L1
EhEd,

Impala D FEATERETIE, #WH, TXTD ./ — NIl impalad 7—E VDML, 7— & OFle%
TV FE T, impalad 7 —F CAHE TS/ — Fid, 2O ET, 123, BFOT—%
DFEAFERTI /- FTL P77 ANV AT LT VAT D2 FA8—/—F, 951D
Fa—-7132—-%/—-FTd,

A—F 14328/ —FiE, 79477+ o071 —BEOEEEZTFITET, FLT
7)) —%EFE L, o impalad T—E X DT AT TAY — ) — FAO T T — OREA,
JI)—FEROZITRD, 24T O I —OREE VS EHEECE T, 201,
Impala {213 impalad 7 — € > 25 E)§ 5 / — FORIEREW 24T ) statestored 7 —F ¥ HFIE L £
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% 6 I Hive/lmpala/HBase/Pig - 7 — & N — A DIZ{E

F(E6-3), Impala R T2 FE LT H -2 MIlE, R6-3IIRTLDHHY T,

#*6-3 Impala 28R T 2ELIK—F > b

F—FE %3
impalad T=3DOHZAA, T=F 4 7= F~D 7 L) —EROEE
statestored impalad 77— ¥ W TS S — FONNVAF = v 7
catalogd 7= & RIERFIZ, impala / — RIS LT A Y 7— % O WP * #Fl
Impala JDBC e
s API by
catalogd statestored impalad 2O
i lad i lad i lad i i
impala impala impala impalad impalad "
P 9 9 P P
HDFS, MapR-FS, Hbase & ~ F—sEE

6-3 Apache Impala @3 >KR—% > b

6-2-1 MapR I5A5—~0 Apache Impala ®1 A b=Ib
LUFTIE, MapR 7 5 A% —|Z Apache Tmpala % 1 * A b=V L, =¥ fEx2fT ) B2 R L T

¥, 4A[Eid, MapR 7 7 A ¥ — D47 — Fl2BW T, FHTIS MapR i Hive #54 » 2 k — L iEH
THO, 72, MapR D MEP D) RY M) DSRE SN TV D Z EHFIRTYT (K6-4).

300



« impalad>—E>

@ 6-2 Apache Impala

| 2USRY— ) —RTHE

- statestored>—%E> : Hive MetaStore./ — RTH{E

« catalogd>—E€>
- impala-shell

: Hive MetaStore./ — RTHiE
 2OSRAH—)— R TRITOEE

MetaStore
@MariaDB

P P impalad b impaladh™#i DSAPURIS>
— & — I 7
A y 4 A7
HR-ES =
1 Y
EE) —R

6-4 SEESET 5 Apache Impala @ & X 7 LIERL

B Apache Impala @12 X b=JL

MEP Ceflf £ 115 Apache Impala D RPM /8w 7 — V% &7 FAF —/ — FIZA A b= 1 L

9,

# hostname
n0130. jpn.linux.hpe.com

# clush -a "yum makecache fast &% yum install -y mapr-impala"

[ t I7AT M/ —FIZRB A AL LEEA,

B RIEERORTE

Impala DRBEEMAHET S env.sh 77 AN %, 7 TAY—/—FhoEEHDZ 74T~

F/ = FK®D/root T4 L7 PJIZa¥—-LET,

# pwd
/root

# scp n0131-mgm:/opt/mapr/impala/impala-2.10.0/conf/env.sh /root/

# cp ./env.sh ./env.sh.org

301
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Impala 7329 2% Hive Di%5E 7 7 f IV hive-site.xml 7 7 A VDN F A — ¥ — &Rl L 9,

# clush -g cl,all -L \

"grep -R -1 ’'<name>hive.metastore.uris</name>’ \
/opt/mapr/hive/hive-2.1/conf/hive-site.xml"

n0130: <property>

n0130: <name>hive.metastore.uris</name>

n0130: <value>thrift://n0131.jpn.linux.hpe.com:9083/</value>

St

REE7 74 )V env.shZ/$7 A — % — HIVE_METASTORE_URI Z &l L 9, ZD/87 A—% —
13, Impala 7*ZHE 3 % Hive Df%%E 7 7 4 )V hive-site.xml 7 7 4 L D/¥F A — 4% —[hive.metasto
re.uris| IZFESN TV AHEEZHEL T T ZOF T, [thrift://n0131.jpn.linux.hpe.
com:9083| T,

# cat >> /root/env.sh << __EOF

HIVE_METASTORE_URI=thrift://n0131.jpn.linux.hpe.com:9083

7 A—% — | IMPALA_STATE_STORE_HOST] & [CATALOG_SERVICE_HOST] #% env.sh 7 7 1 JV
IZRER L F 9o Allid, MapR 7 7 A% — / — K@ n0131.jpn.linux.hpe.com ZfgE L 3,

# sed -i \

’s/IMPALA_STATE_STORE_HOST=localhost/\
IMPALA_STATE_STORE_HOST=n0131. jpn.linux.hpe.com/g’ \
/root/env.sh

# sed -i \

’s/CATALOG_SERVICE_HOST=localhost/\
CATALOG_SERVICE_HOST=n0131. jpn.linux.hpe.com/g’ \
/root/env.sh

512, env.sh 7 7 A WHNDINT A — % — [IMPALA_SERVER_ARGS]| @ [-mem_limit] * 73 =
212 T90% \] #Edif L. [-num_threads_per_disk=2 \| %iBitL 7,

# vi /root/env.sh

IMPALA_SERVER_ARGS=" \
-log_dir=${IMPALA_LOG_DIR} \
-state_store_port=${IMPALA_STATE_STORE_PORT} \
-use_statestore \
—authorized_proxy_user_config=mapr=* \
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-state_store_host=${IMPALA_STATE_STORE_HOST} \
-catalog_service_host=${CATALOG_SERVICE_HOST} \
-be_port=${IMPALA_BACKEND_PORT} \
-mem_limit=90% \

-num_threads_per_disk=2 \

Henvsh 77 ILOIE—-
env.sh 77 ANEEIIFTAY— ) — FlZa¥—-LF7,

# clush -a -c \
/root/env.sh \
--dest=/opt/mapr/impala/impala-2.10.0/conf/

Bl Warden —E XDHEH
Warden — A= HilZg L ¥ 3,

# clush -a "systemctl restart mapr-warden"

BNy T=IJDLVA =L

env.sh 7 7 f WADNTF X =% —DFRFEFIFEVF LV L) IZ, Impala BEONy F— T %
n0131.jpn.linux.hpe.com (2 ¥ A F =L E§,

# clush -w n0131 \

"yum install -y \

mapr-impala-statestore \

mapr-impala-catalog \

mapr-impala-server"

Impala 7 7 A% —ORWREZHF L F,

# clush -a "/opt/mapr/server/configure.sh -R"

PAEC, Impala ZFIHTE L)1 L7,
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A Note Impala DB

2 FAY—7—FDenv.sh 774 NVEHM LIHE, maprcli 3<% ¥ F&flio T, Impala ®
H—EADHERBALETT, 7272L. Warden #— Y A DRI AETY,

# clush -w n0131 \
"maprcli node services -name impalaserver \
-action restart -nodes n0131.jpn.linux.hpe.com"

# clush -w n0131 \
"maprcli node services -name impalastore \
-action restart -nodes n0131.jpn.linux.hpe.com"

# clush -w n0131 \
"maprcli node services -name impalacatalog \
-action restart -nodes n0131. jpn.linux.hpe.com"

6-2-2 Impala OEI{ERE:ST

impala-shell ¥ ¥ F&ffioTSQL D &L 9 T — 7 WEELZITVE T, 40IE, MapR
TN ELTIRBELTVWS CSV 77402 0—-FLEYT, I, 7525/ —FD
n0131.jpn.linux.hpe.com (2B 574 ¥ L, Z—F—mapr TCSV 77 A V& AFLE T,

# ssh n0131-mgm
# hostname
n0131. jpn.linux.hpe.com

# su - mapr
$ whoami
mapr

$ export http_proxy=http://proxy.your.site.com:8080

$ pwd

/home/mapr

$ wget http://doc.mapr.com/download/attachments/22906623/customers.csv
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H CSV 771 ILORB%E Hive ICIBMTAINYF T 7 1 ILOIERR

Impala THiAAL CSV 7 7 A VOHNEIL, Hive ICHEM L THE 3. Hive ICCSV 77 4
VONE%EANT S SQL LHE G L7277 1)V [load_customers.sql] #{E L F5, 2D
load_customers.sql (. Hive LIZ7— % N—Z [testdb01]| #E L, E5(2, DT — & N—
A FAVZF— 7N [customers | #1E L. CSV 7 7 1 ) [customers.csv| 77 4 VOHNEL 7 —
TVOHBE E L TR ST,

$ cat > load_customers.sql << __EOF__
create database testdbOi;

use testdb01;
create table customers
(

FirstName string,
LastName string,
Company string,
Address string,

City string,

County  string,

State string,

Zip string,

Phone string,

Fax string,

Email string,

Web string

)

row format delimited fields terminated by ’,’ stored as textfile;

load data local inpath ’/home/mapr/customers.csv’
overwrite into table customers;
EOF

FERED CSV 7 7 A VT, customers.csv 7 7 4 V% /home/mapr 74 L7 b ITIRE T
WHrZEEBEELTWET,
H Hive ~OF— 5 Dia

{ERE L 72 1load_customers.sql 7 7 4 V& ffi- T, Hive LIZTF— % RX—2A L7 —7IVE{ERK L.
customers.csv 7 7 A NVDTF =57 —7T IR LE T,

$ beeline \
-u jdbc:hive2://n0131:10000/default \
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-n mapr -p passwordl234 < load_customers.sql

M Hive [CEER U T — O
Hive L2757 — % N—Z [testdb01] #5FAE L, 7— 7V [customers | #AFET AR L E T,

$ beeline \

-u jdbc:hive2://n0131:10000/default \
-n mapr -p password1234 \

—-e "use testdb01; show tables;"

it
|  tab_name |
S -
| customers |
O — ==+

1 row selected (0.386 seconds)

Hive I2H&# L 727 — 7' W [customers| #%Impala 7*5 7 7 ¥ AT X 50 % impala-shell ¥
¥ FCHERET L3,

$ impala-shell \

-i n0131.jpn.linux.hpe.com:21000 \

-q "show databases;"

Query: show databases

+-= b ——
| name | comment |
= p——= —= == ———— ¢
| _impala_builtins | System database for Impala builtin functions |
| default | Default Hive database |
| testdbOl | |
+—— + ——it

Fetched 3 row(s) in 0.00s

t ZOBEAT, Hive IZIBMIE N AF —4~X—2Z [testdbol| PRAAVBEE, env.sh 77 1)L
EWEAL. Impala DY —EXEBEB L TAHATLLEE L,

Impala 251E% 12 Hive & #5tC 2 4UX, Hive LIZFER L7 testdb0l 77— ¥ R— AW FR SN E
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Fo EBEIZ, testdbOl \ZFERL L 727 — 7 )V [customers] DT FERTELDZMEL T,

$ impala-shell \
-i n0131.jpn.linux.hpe.com:21000 \
-q "use testdb0l; select count(*) from customers;"

| count(*) |
o +
| 501 |
B +

Fetched 1 row(s) in 0.16s

T = A [testdbol] IZfEH L7227 — 7 [customers] 25501 7 CH A Z LAbhh £,
L7, = —mapr DR— LT 1 L7 MR L7 customers.csv [ZEHENATH (2
TR, SATOH) AS01 T E ) rEERELET,

$ wc -1 /home/mapr/customers.csv
501 /home/mapr/customers.csv

VLET, Hive IS E/27— % % Impala 2 HFHTH I EHFTEF L,

6-3 Apache HBase

Apache HBase 12, Hadoop 7 7 A % — LTI § 25351 NoSQL 77— ¥ X— AV 7 b7 =
TTYo GHT—F T 7 FvDTF—FN=ATHY, GRET, 222, —HHEEOHVT— 5O
AEEPELAREICLET, T/, FEWICERE T — 7V OBEL SR IZNES 5 2 & & B
RS TwE T, REMBR KRB 27 AMITOREEM Y 7 7 2T OF—F N—AL
VoL LTORHASNTED, EF, WebJhd, SNSAER Y, SESTELATTHHASIATY
E3 IS

6-3-1 HBase D7 —FFIF ¥

HBase |3, Hadoop D37 7 ANV AT L FIZTF— % &L, Zhick ) 77— DE(L
EakitE R R L 3, F72. Zookeeper F— KA LHAEDETHB L, THEZMHELET,
HBase (213, Z—H =7 — ¥ fEZWFHETIT ) 720D HBase ¥ W& shTwEd, £
7z, HBase 3 = V7217 T7% <, Apache Impala #*5 HBase LD T — ¥ ~D7 7 A LA RETT,
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Hadoop 7 5 A % — @ _FAZHERL S 1172 HBase I3, HBase 75 A& — LI F 9, HBase 7 7
Ay —iF, TRI—J—FELAL—7/—Filghrhid, vA¥—/— FTiX, HMaster +—
Y A & HQuorumPeer H— EADE L, v A5 —H—N—L{IFENF T, —H, AL—T/—
Fix. HRegionServer r— VAR L, V— ¥ 3 »H—nN—LifEhEd, V- 3 7Hh—s—
A5, HDFS KM S TWAE T = LR DD 247V E T, V= a » ¥ —n"— DN R L 7%
ATF—FE, V=2a bl ) BN TREOT -4 — /7 — Fizpdlsh, AaEsiMfrbnid

(B16-5), %2 ¥ F—H FOEEL, FT6-4I1ZRLALBYTT,

Fz6-4 FAVKR—3> +OEKRE

im0 e S S

E

HMaster

F—TNARER ) — ¥ 3 L OED KR TETD

HRegionServer

Ty OaihEET S, 7717 ¥ ML HRegionServer & [53%1
BL., =T rtATH

HQuorumPeer ZooKeeper Tt SN2 — AT, 77 A% OIRFEL ity

DataNode HRegionServer 735 ¥4 % 7 — ¥ & HDFS |ZH5#

HDFS HBase DT — %13, ST 7 1V AT LM SR D
1—H— RAF—/—R
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DIATFH

HBase

I HMaster (#F#%) I

- HBasefiMdZooKeeperld. HQuorumPeerdy—ERELTIAS—) — KTHES
- H&dZooKeeper AR ({14 =R L)
|+ HMaster&HQuroumPeert—EA 3. 1AOIAY—J— RICRETRE

Region Region Region Region Region
Server Server Server Server Server

s B e B ——
D D D

il

2 2 7
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HDFS F_RE
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A Note MapR-DB D F|fH

MapR 6 SRICHIED MEP W=V a ¥ 4x IETIE, v A& —F—"— (Noyr—I 81,
mapr-hbase-master) &1 —3 a3 ¥ —s3— (% & — I %1%, mapr-hbase-regionserver) %%
RS IR AR E LI TD7®, MapR 6 RO 7 5 A% —Tlk, MapR-DB #FIH LTL 72
éb‘ﬂ

6-3-2 Apache Hadoop 3 95X 5—~0
HBase D12 X b=l

LUF T, Apache Hadoop3 7 7 A% —IZHBase # f ¥ A b— V9 A FIHEHML 3. 4,
Apache HBase @ HMaster #— E A & ZooKeeper 7524 % HQuorumPeer ¥ — ¥ A i, Hadoop < A
¥ — / — F® 0121 jpnlinux.hpe.com O | HOATHE &4, 77— 4 — 7 — FIZIL, HRegionServer
H—EREBMSEES, £/, 77477 MO HBase Y 2 ML B 7 — S R{EETVET (H
6-6)o

« HadoopZ 5 A5 — : Apache Hadoop 3Tk
« HMasterb—EX 1 NRAY—)— R THB®
*« HQuorumPeerb—EX :¥A5—)—RTHE
- HRegionServerd—ER : D—h—_J— R THE

+ HMaster
* HQuorumPeer

+ HBase= L)L

RRF—J—K  D=p—J—K = O=p—J—K  D—h—)—Fk
[ T T T

L2 ¢ 7 4|
P=m ciwisc M = 0

/4 w2/ —R
75 wE
219 A1F

6-6 SEIEZET % Apache HBase @ & X 7 LIBEL

T
L

¥9°. Apache HBase D tar 7— 1 7% AF L F 7,

# hostname
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n0120. jpn.linux.hpe.com

# wget http://www-us.apache.org/dist/hbase/1.4.3/hbase-1.4.3-bin.tar.gz
AFL7HBase Dtar 7T — 44 74/ — Nlzad—LEd,
# clush -a -c ./hbase-1.4.3-bin.tar.gz --dest=/root/

HBase D tar 7 — 41 4 7% fopt 74 L 7 P VIR L F T,

# clush -g cl,all \
"tar xzvf /root/hbase-1.4.3-bin.tar.gz -C /opt"

B RIEHORTE

HBase (&, Java )34 720, BREEZE @D JAVA_HOME DFEEDVETT . Java DEIELH
I2. HBase ®i%%E 7 7 1 ) [hbase-env.sh] IZ587h L ¥, 7>, hbase-env.sh 7 7 1 LND
[HBASE_MASTER_OPTS] & [HBASE_REGIONSERVER_OPTS| |24 SN T34+ 7 ¥ 3  [-XX:PermSi
ze=128m -XX:MaxPermSize=128m] % HIfEL 3, & 52, [HBASE_REGIONSERVERS| D17 LA
D[ # ] #HBELEST,

# cp -a \
/opt/hbase-1.4.3/conf/hbase-env.sh \
/opt/hbase-1.4.3/conf/hbase-env.sh.org
# vi /opt/hbase-1.4.3/conf/hbase-env.sh
export JAVA_HOME=/usr/lib/jvm/jre

export HBASE_MASTER_OPTS="$HBASE_MASTER_OPTS -XX:ReservedCodeCacheSize=256m"

export HBASE_REGIONSERVER_OPTS="$HBASE_REGIONSERVER_OPTS -XX:ReservedCodeCache

Size=256m"

export HBASE_REGIONSERVERS=${HBASE_HOME}/conf/regionservers

4/ — FiZ hbase-env.sh 77 A V&2 E—LZT,

# clush -a -c \
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/opt/hbase-1.4.3/conf/hbase-env.sh \
--dest=/opt/hbase-1.4.3/conf/

H 1—-Y—0DIRIREHNDERTE
root L—HF—DIRBELEHTHELE T,

# cat >> $HOME/.bash_profile << ’__EOF__’
export HBASE_HOME=/opt/hbase-1.4.3

export PATH=$HBASE_HOME/bin:$PATH

export HBASE_CONF_DIR=$HBASE_HOME/conf
__EOF__

# clush -a -c 3HOME/.bash_profile --dest=3HOME/
# . $HOME/.bash_profile

# printenv HBASE_HOME

/opt/hbase-1.4.3

M hbase-site.xml 7 7 1 JLO{ERE
HBase Di%%E 7 7 4 )V [hbase-site.xml] #1E L ¥4,

# cd /opt/hbase-1.4.3/conf
# cp -a hbase-site.xml hbase-site.xml.org
# cat > /opt/hbase-1.4.3/conf/hbase-site.xml << __EQF__
<?xml version="1.0"7>
<?xml-stylesheet type="text/xsl" href="configuration.xsl"7>
<configuration>
<property>
<name>hbase.rootdir</name>
<value>hdfs://n0121.jpn.linux.hpe.com:9000/hbase</value>
</property>
<property>
<name>hbase.zookeeper.property.clientPort</name>
<value>2181</value>
</property>
<property>
<name>hbase.cluster.distributed</name>
<value>true</value>
</property>
<property>
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<name>hbase.zookeeper.quorum</name>
<value>n0121.jpn.linux.hpe.com</value>
</property>
</configuration>
EQF

& Note HBase 75X %2—0DH#—EXDA]BEMEH

¥, HBase DAY — /7 — Flid, WHMEZMHERT 572912, ZooKeeper Z B THEME L
T3, ZooKeeper ®DMifsid, W P-EEMM L7 ZooKeeper / — FATIEF R E L TR Lkl 5
74 =7 L EIENLAMAZIRILTWES, 2O+ —F 2 2B TLH1@. HFRE (T
Wzt 25 51E, w3 H) THELE T, 2070, hbase-site.xml 7 7 A WD/
7 A — % — [hbase.zookeeper.quorum| Tld., ZooKeeper / — FEZ HHEIRET L2 LENRH D
925 Sl JECEHE (HBase ¥ A% —H'1 B &R) DT, ZooKeeper ¥— ¥ A H 4
WEED/—=FH 1 H5OAORBICLTET, AFP AT L TlE, HBase 7 5 A Y —Di—
2O AMEE% X < EE L. ZooKeeper ¥ — ¥ A D% & HMaster ¥ — ¥ 2 O %% e
LTS,

HETTANEFHR LS, &/ — FlZ hbase-site.xml 77 A VW E2K—-L T T,

# clush -a -c ./hbase-site.xml --dest=/opt/hbase-1.4.3/conf/

B YU—-Y3y9—\—D—EZ{ER
T =5 ®#WHM$ 5 HBase ) — ¥ 3 Y —/N—D—EE % regionservers 7 7 1 IR L £ 9,

# pwd
/opt/hbase-1.4.3/conf

# cat > ./ragionservers << __EOF__
n0122. jpn.linux.hpe.com

n0123. jpn.linux.hpe.com

n0124. jpn.linux.hpe.com

__EOF__

# clush -a -c ./regionservers --dest=/opt/hbase-1.4.3/conf/
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B SSH D&E

HBase Tld, #EA 7 ) 7 MIBWT, i/ — FIZxf LT, SSH %5

@ 6-3 Apache HBase

17 L. RegionServer *f —

VADREN : & %75 720, HBase ¥VAY — & 45 /— Kb/ AT — F A% Lo SSH RO
PRENSLETT, X, HBase ¥ A % —H%n0121.jpn.linux.hpe.com 2D T, #ZHhHLHTHE %

G, B2 IFAY— 7 — Fllroot L—HF—DIRAT — F& AHE$|2 SSH #irD
To T4, HBase vAY —/—Fizas 4 LEt,

# ssh n0121-mgm

AREE AR LET

# ssh-keygen -f $HOME/.ssh/id_rsa -t rsa -N ’°’

EEATVE

RBEE/ - FICa€—L.HBase YA —/ — FP L&Y —¥a r—/—/) - Fl2A7 - FA
N L TSSHEHRTEA LI EL T, root 2—HF—(2iF, /XA 7 — F& LT password1234

PHANBRES T TVE T,

# yum makecache fast &% yum install -y sshpass

# sshpass -p "password1234" ssh-copy-id -f -o

StrictHostKeyChecking=no root@n0121

# sshpass -p "passwordl1234" ssh-copy-id
StrictHostKeyChecking=no root@n0122

# sshpass -p "password1234" ssh-copy-id
StrictHostKeyChecking=no root@n0123

# sshpass -p "passwordi1234" ssh-copy-id
StrictHostKeyChecking=no root@n0124

# sshpass -p "password1234" ssh-copy-id
StrictHostKeyChecking=no root@n0121-mgm
# sshpass -p "password1234" ssh-copy-id
StrictHostKeyChecking=no root@n0122-mgm
# sshpass -p "password1234" ssh-copy-id
StrictHostKeyChecking=no root@n0123-mgm
# sshpass -p "passwordl234" ssh-copy-id
StrictHostKeyChecking=no root@n0124-mgm

=T

o)

-0

HBase A Y —/ — FHh B4 —Ua vih—N— /) — FIZ/)SAT— FAHNL LT, SSH BT

EHPEMEL I,

# for i in ‘seq 121 124°¢; \
do \
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ssh n0${i}.jpn.linux.hpe.com hostname; \
done

n0121. jpn.linux.hpe.com

n0122. jpn.linux.hpe.com

n0123. jpn.linux.hpe.com

n0124. jpn.linux.hpe.com

# for i in ‘seq 121 124°; \

do \

ssh n0${i}-mgm. jpn.linux.hpe.com hostname; \
done

n0121. jpn.linux.hpe.com

n0122. jpn.linux.hpe.com

n0123. jpn.linux.hpe.com

n0124. jpn.linux.hpe.com

A Note SSH MEXTEHE:S

IR — F AN Lo SSH i D #oE A e 2 ik, #%ilo> HBase EjA 7 1) 7" b D4
FRZYMed B 728, PIE, SSH D@ 2l L TL 28w, A2 IE—LTH, RNAT—F
ANIOTa 7T M HBRERENLGE, /root/.ssh T4 L7 D=3 v a3 »H600 127k
TVLDEMRL TS,

6-3-3 HBase 75X 5—icH)

HBase (21X, HBase ¥ A ¥ —H —/\—_ ZooKeeper, ') — 3 a »H— /s —% HEWIRET S
start-hbase.sh A7 ) 7 FPHE I N TWZE ¥, start-hbase.sh A7 1) 7 b #3247 L, HBase
7IAY—wiEH LI,

# hostname
n0121. jpn.linux.hpe.com

# which start-hbase.sh
/opt/hbase-1.4.3/bin/start-hbase.sh

# start-hbase.sh

n0121. jpn.linux.hpe.com: running zookeeper,
running master,
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n0124. jpn.linux.hpe.com: running regionserver,
n0123. jpn.linux.hpe.com: running regionserver,
n0122. jpn.linux.hpe.com: running regionserver,

B U—EXDHES
HBase 7 5 A% —OEENILE LS —CADPHEH L TW a0 2HERL T T,

# hostname
n0121. jpn.linux.hpe.com

# jps | grep HM
24350 HMaster

# jps | grep HQ
24279 HQuorumPeer

# for i in ‘seq 122 124‘; do ssh n0%i "jps | grep HR"; done
1107 HRegionServer
1728 HRegionServer
962 HRegionServer

HBase ¥ A ¥ — / — FC, HMaster % — ¥ A & HQuorumPeer Y — Y A, # LT, & —V a3~
H—s3—/ — FT, HRegionServer ' —EADHRE L T A 0E T oy 7 LTS, LY —F
A DM T & 413, HBase @ env.sh 7 7 1 )i, hbase-site.xml 7 7 £ )b, regionservers
774V, &L T$HOME/ .bash_profile DIRMEAEL, SSH Hadn, WAl % & Oz HHERE L
TLEE N,

Column HBase 7524 —NF —F 2

LX) TFARAYTF Y ADEE T, /SAT— FANL L® SSH AT 284
TbH, HBase 7 7 A —OF—E MBI EE S E-0WIEAEREH Y 5. €O,
hbase-daemon.sh A7 V) 7 M Gilely L £,

# clush -w n0121 ". $HOME/.bash_profile; hbase-daemon.sh start zookeeper"
# clush -w n0121 ". $HOME/.bash_profile; hbase-daemon.sh start master"
# clush -g dn ". $HOME/.bash_profile; hbase-daemon.sh start regiomserver"
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H HBase & T )LOICH)

AL — R — W — koga DIRHHEZE L $HOME/ . bash_profile |2

FOry 76 HBase T— Y N—AIXT ¥ LAL, T—
3 [stats] ZF27— 7 [weblog] ZAER L F7,

316

54T ¥/ —FIZA YA F—IVER7 HBase & = VA5 HDFS D7 — % Z4EL ¥, F

# hostname
n0120. jpn.linux.hpe.com

# su - koga
$ whoami
koga

$ cat >> $HOME/.bash_profile << ’__EOF__’
export HBASE_HOME=/opt/hbase-1.4.3
export PATH=$HBASE_HOME/bin:$PATH

export HBASE_CONF_DIR=$HBASE_HOME/conf
__EOF__

$ clush -a -c $HOME/.bash_profile --dest=$HOME/
$ . $HOME/.bash_profile

HBase ¥ = )L Mil2HE)ix, [hbase shell] I ¥ ¥ KTY,

$ which hbase
/opt/hbase-1.4.3/bin/hbase

$ hbase shell

hbase (main) : 001:0>

kL, O—FLTBEET,

FE2® [hbase(main) :001:0>] A5, HBase PRIV » F70 7 Tt, A HBase DA<~ F

hbase(main) :001:0> create ’weblog’,’stats’
0 row(s) in 2.6860 seconds

F—TNPERTETBEDPEHRELE T,

hbase(main) :002:0> list
TABLE

weblog

1 row(s) in 0.0240 seconds

7
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7— 7 [weblog| IZfiZxty P LET,

hbase (main) :003:0> put ’weblog’, ’rowl’, ’stats:daily’, ’daily-val’
hbase(main) :004:0> put ’weblog’, ’row2’, ’stats:weekly’, ’weekly-val’

F=TWIZEy P LT RTOEEERLE T,

hbase(main) :005:0> scan ’weblog’
ROW COLUMN+CELL
rowl column=stats:daily, timestamp=1519831060263, value=daily-val
row2 column=stats:weekly, timestamp=1519831073879, value=weekly-val
2 row(s) in 0.0640 seconds

rowl DNFELZFERLTHET,
hbase (main) :006:0> get ’weblog’, ’rowl’
COLUMN CELL

stats:daily timestamp=1519831060263, value=daily-val
1 row(s) in 0.0710 seconds

LLET, HBase DF — 7V EET A2 2 ENTEF L7z, HBase DI~ F7O Y 7 R &k T
G 5I21E, exit T ASILE T,

hbase(main) : 007:0> exit

$

HDFS E7*5 % HBase 7— 7 V% ffEZ2 L £ 4, hbase-site.xml 7 7 1 WA TIEE L7>[hbase.ro
otdir] ®/¥7 A —% —I%, [hdfs://n0121.jpn.linux.hpe.com:9000/hbase| % T, HDFS @
/hbase 71 L7 PURTIZT — & A& S v E 37, 1EL 72 weblog 7 — 7V i3, HDFS @ /hbase/
data/default 71 L7 PO TFIER SN TWwET,

$ hdfs dfs -1ls /hbase/data/default/
Found 1 items
drwxr-xr-x ... 2018-04-08 06:15 /hbase/data/default/weblog

BLEX Y, HDFS LiZ HBase D7 — 7T IVIFEHAMEH SN TWD T EDRHRETEE L7

H HBase EDF—7J L DK

R L7257 —7VEHIBRLCAE T, HBase DA< > K70 7 FTEEL T,
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$ hbase shell

hbase(main) :001:0> list
TABLE

weblog

1 row(s) in 0.2870 seconds

disable I ¥ FC, 7—7NEMHAARTIZ L, drop I~v ¥ FCT—7 IV EFIBRLE ST,

hbase (main) :002:0> disable ’weblog’
0 row(s) in 4.5680 seconds

hbase(main) :003:0> drop ’weblog’
0 row(s) in 2.3700 seconds

hbase(main) :004:0> list
TABLE
0 row(s) in 0.0160 seconds

DL BT, HBase ®7— 7V [weblog) ZHIETEF L7,

6-4 MapR-DB

MapR i, ¥— - N 2 —-M’DOF—FX—=2V 7+ 7 27D MapR-DB Rt L T E 7,

PUF T, MapR 2Rt 2% 57— X—2 7 b7 = 7 Td 5 MapR-DB i [} i % fil HLIZ#
4L ¥ 3. MapR-DB (&, dbshell & FEIEN B X5EH 7% 7 7 C AR WHEIZT 5 > 2 VB SR T
WEF, dbshell # BT AHI1E, 75472 b —FIZBWT, [mapr dbshell] #EfTLE T,

# hostname
n0130. jpn.linux.hpe.com

# su - mapr
$ whoami

mapr

$ mapr dbshell

* MapR-DB Shell *
* NOTE: This is a shell for JSON table operations. *

Version: 6.0.1-mapr
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MapR-DB Shell
maprdb mapr:>

MapR-DB @ > x L NEF) L, 2 —F—13, WFHEENT MapR-DB |27 7 A TE £, LT,
MapR-DB O ¥ = ViRt § 5 a3~ > F7 10 > 7 M4, [maprdb mapr:>] THRLE T,
B MapR-DB TOF—J IL1{ER

MapR-DB b I27 — 7 [ /mytableot] #{FHL 3, 7—7VIE, MapR-DB ¥ = LD AT~
F7Fa s 7 MIBWT, [create] AL, F—F¥RN—2%%H5LFT,

maprdb mapr:> create /mytable01
Table /mytableO1 created.

B >—7J VO
TR L7z F =7 Ve LET, 7— 70, list] 2 ANL, SR ELE T,
maprdb mapr:> list /

/mytableOl
1 table(s) found.

B =TI A\DF—5DEM

e L7z7 — 7 [mytable0l] (27— & 2L TAHE ¥ MapR-DB D7 — 77— ¥
AT HICIE, 7T EFGLET, BLTIE, [caro0o1] &9 ID 2K L, 2O
[car001| @i [Name| & [Year] & [Fuel] 2. #4241, [aBc]. [2018]. [Gas| ZHHNT 2
FlTY,

maprdb mapr:> insert /mytable01 --id car001 --value ’{"Name":"ABC", "Year":
I|2018l| . liFuelll . IIGas |I}J

Document with id: "car001" inserted.
#Eit T, mytable0l 77— 7WIZ, ID [car002] ZEHL, BHAHEEZ ANTAHAET,

maprdb mapr:> insert /mytable01 --id car002 --value ’{"Name":"DEF", "Year":
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||2017||’ “Fuel":"FCV"}‘

Document with id: "car002" inserted.

B F—J L OfEDHHER

TTMEM LTy 2 RRLET, 77 NVEROBEORKRIR, find I FIZT—7
VaEMNGLE T,

maprdb mapr:> find /mytable01

{"_id":"car001","Fuel":"Gas", "Name":"ABC","Year":"2018"}

{"_id":"car002", "Fuel":"FCV", "Name" : "DEF" , "Year": "2017"}
2 document(s) found.

ID THE-> TERTAIEDEETT, TOHAIE, find 27 ¥ FIZ [—-id] 7Y a v & ff
L, IDERELFT,

maprdb mapr:> find --id car001 /mytableO1
{"_id":"car001","Fuel":"Gas","Name":"ABC","Year":"2018"}
1 document(s) found.

B {[EQZEE
fE%ZEW T A5I21E, replace I¥ ¥ FRHHLEFd,

maprdb mapr:> replace /mytable0l --id car001 --value ’{"Fuel":"FCV","Name":"
aar+y
Document with id: "car001" inserted.

BHLEEHE LIS,
maprdb mapr:> find /mytableO1
{"_id":"car001","Fuel":"FCV", "Name":"GHI"}

{"_id": "car002","Fuel":"FCV", "Name" : "DEF", "Year":"2017"}
2 document(s) found.

replace I ¥ ¥ FTIEE LZBDIHHE YT [Fuel] & [Name| Th 57280, [Year| #57% 2> T
WA ITICER L TL S,
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H 1D OHIS
ID [car001] BEZHIBRL 3, ID OHIERIE, delete I~¥ ¥ FafIHLE T,

maprdb mapr:> delete /mytable0l --id car001
Document with id: "car001" deleted.

maprdb mapr:> find /mytableO1
{"_id":"car002","Fuel":"FCV","Name":"DEF","Year":"2017"}
1 document(s) found.

B 5—J ILOHIR:
F— 7V OFIFI, drop I¥ ¥ FEREAL T,

maprdb mapr:> drop /mytable01
Table /mytable0l1 deleted.

DL ET, MapR-DB O—EOEFEE AL E L7z ALz —7id, —fIZISON 7— 7
ENFIENA S OTTHY, MapR-DB 1X, @ JSON 7 — 7 LGN 1 1) 57— 75 LIFEh 55

D KVS (F—N 2— 2 F7) @OFRDLHHE— FLTHBY, Apache HBase & A5 H#E
DF—FR=ZL LTHHT A EBHEETT,

MapR-DB DI&3RiE :

https://maprdocs.mapr.com/home/MapROverview/maprDB-overview.html

dbshell DI1ERIE :

https://maprdocs.mapr.com/home/ReferenceGuide/mapr_dbshell.html

6-5 Apache Pig

Apache Pig &, Hadoop ®/HULIED 7 L — 47 — 7 Tdh % MapReduce o727 7)) r— < 3
YEERT A2 OEmAKED A 2 ) 7 FSIETT, Pig ld, 2006 412 K[E Yahoo! Inc. THIZE S,
% 7 ¢ LT, Apache Software Foundation (ZfA% 70 Y = 7 PP ESN I Lz, €Dk, eBay
% LinkedIn % E257 — & At HO v 7 + 7 = 7RIS Y — v & LT Apache Pig Z Wi £ L7z,
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Apache Pig #7075 3 ¥ 7 53kld, PigLatin £IFENF§, ZD Piglatinld, A7 7 M5
FECH Y. B MapReduce I — K% 5 v ¥ 7 (%) $2%EEHWET, HEENFT—
OOV 7 N T RS BRI, BME% MapReduce 70 7T I ¥ F RIS R T, Pig
Latin % ffi 2 13, ffiH.iZ Apache Hadoop [MIT DT — # 55 70 77 L % HEL TN TCEF T, F
72, Grunt EIFEN S Y 2 VAHEINTE Y, 5580 7 — ¥ AT Z £9,

Pig TliZ. User Defined Function (LLF UDF) &IfiEius 2— —HliH O * £ 5 Hk
AHY . T UDF AT 5 L, Python X Java 2 DT 057 J A% Pig D2 — Fp LU L
TEFTEET,

Apache Pig 13, 7— % OBHORMEE [F—y o] & LTEETL [F—884 751 ]
DY ATFLATHAENES, F—#834 754 3, LT L SERENETF—FD
YA, T, 04T, FERORE, THbE woZz—HnRHo 7o A% EL £ (H6-7).

IV #HRD
baLijd BIR4E

+ Hive - Grafana

* Spark SQL « Kibana
+ Drrill - Tableau

e |_| |_| |_| |_| |_|
MEE'J@ e e = A
£5—4 HDFS

+ ETE. ETUABCHWT. Apache PigDEhNCSparkEFIfEh3. Pig. SparkBHTIE. Apache StormEERIHS
+ OTUMRTIE. Apache HivedIED'. Spark SQLY>. MapREETIE. Apache Drillb'fifiZ=h3

X 6-7 ApachePig &EF—&/N1 51 >

Co 7 7F—5 05 cid, $FEFLEHEOT— S REFRIFEEL T T, ZRIFEVER ST
A= XD SFEETT, B, CNLOEHEHELE Ty X E S TXARICNT
TAHVEND Y ET, ZOMLOERIZBWTIX, —#%I12. ETL (Extract, Transform, Load) 7 —
MR SN T T, Pigld, F—#34 754 VIZBITAETL Y — Lk LTHFIH &R, 8F&F
LIEEOT -4 E ML TEE T, Thbb, Pigld, SFXFLT— 5 BT AAT, 5HD
MR TR Ehs Y -t T,
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t —FA. Pig il &h3d Y- & LTI, Hve PEFShET, Hive X, AFHEICE >T. L&
DF—ZERMELPTVEICIIV - ERTTESLD, 7TV -5y - SFAE
nEg,

6-5-1 Pig OR{TE—F

Apache Pig 121, O—#JLE— K& MapReduce E— K& IFEN 5 2 DOETE— FATEEL
F9, I—HNE— FTIL, HDFS 2T AL %<, U—A LD Linux D7 7 A IV AT A%
flioTPig CIER L7270 7 I A%FEITTEE T, H—ANE— Fid, ARERIIBVWTEbNL
%5E— FT¥, —Jj. MapReduce €— i3, HDFS |ZfFfET 57— % #WLH L ¥, MapReduce
E—FTWE, Pig A2 ) 7 MZE B F— 7 LMo, /Yy 2 T FT MapReduce ¥ 3 7 & LT
TEhEd,

6-5-2 Apache Hadoop 3 95X 57—~DPig DALV M=)

LUF i3, Apache Hadoop3 7 5 A% — & MapR 7 5 A % — (25T, Apache Pig & 1 > A b —
g BNk L, LG Pig DREREEZRHALE T,

B Apache Pig DAF

Apache Pig @ tar 7 — %1 f 7% Apache @ Web 1 0B AFLET, LTOMEEIE, 72947
¥ }‘ o Ffff—?b\iio

# hostname
n0120. jpn.linux.hpe.com

# whoami
root

# wget https://www-us.apache.org/dist/pig/pig-0.17.0/pig-0.17.0.tar.gz

323



% 6 E Hive/lmpala/HBase/Pig - 7 — & ~N— Z DEfE

M tar 7—h41 JDER

AF L7 Apache Pig D tar 7T —H A 7& &/ — Fiza¥—L, BELT T, 40X, Jfopt T+
LZ MILDFICA A =L E T,

# clush -a -c pig-0.17.0.tar.gz --dest=$HOME/
# clush -g cl,all "tar xzvf $HOME/pig-0.17.0.tar.gz -C /opt/"

B SIRERDRTE

Pig Zflio CT7 — % ZIMERHTEEAT ) — ML — ¥ — koga DEIMERZHE L $7, WREEH
(%, PIG_HOME & PIG_CLASSPATH T79, PIG_HOME (Z1E. /opt 74 L 7 N UIZIER L7z pig 7T— 4
A 707147 M) (5E0O%E1E, pig-0.17.0 74 L7 M) %45%E L 3, PIG_CLASSPATH
21X, $HADOOP_HOME/etc/hadoop 71 L' 7 MY % 5% L £ 9, $HOME/.bash_profile 7 7 1 /A
T, BR#EZ% [HADOOP_HOME| ASREE SN TV A Z EDHIETT,

# su - koga
$ whoami
koga

$ cat >> $HOME/.bash_profile << ’__EOF__’
export PIG_HOME=/opt/pig-0.17.0

export PATH=$PIG_HOME/bin:$PATH

export PIG_CLASSPATH=$HADOOP_HOME/etc/hadoop
__EOF__
$ tail -3 $HOME/.bash_profile

export PIG_HOME=/opt/pig-0.17.0

export PATH=$PIG_HOME/bin:$PATH

export PIG_CLASSPATH=$HADOOP_HOME/etc/hadoop

$HOME/ .bash_profile 7 7 A V& 4/ — Fiza¥—L 7,
$ clush -a -c $HOME/.bash_profile --dest=$HOME/
$HOME/ .bash_profile 7 7 A W U — FL, pig I~V FONAZMREAL LT,

$ . $HOME/.bash_profile

324



$ clush -g cl,all -L ". $HOME/.bash_profile; which pig"

n0120: /opt/pig-0.17.0/bin/pig

Apache Hadoop3 7 7 A% —CPig ¥ I TE L L)1l L7

6-5-3 Pig OE){EESR

@ 6-5 Apache Pig

LUFTid. Apache Pig THiH.% 77— ¥ BERITWE T, 7A PHDOT— ¥ [emplist.txt] % 1E
B L F T emplist.txt (X, #%F., HEEBOZA., Fie. @, A (FVv) 27— OEH

EL, EF—23 [, ] TRULHTHEEINATFAL 774 LTT,

$ hostname
n0120. jpn.linux.hpe.com

$ cat > $HOME/emplist.txt << ’_
1, Masazumi Koga , 43,
2, Satoshi Nakamoto , 58,
3, John von Neumann , 49,
4, Alan Mathieson Turing , 38,
5, Kenneth Harry Olsen o 27T,
6, John Vincent Atanasoff, 24,
7, Charles Babbage , 28,
__EOF_

B HDFS ~OF—#~#0O1E—

_EOF__’

Tokyo , 2500.

Osaka , 9500.
UsA , 2000.
England, 6500.
UsA , 8500.
UsA , 4500.

England, 6000.

00
00
00
00
00
00
00

Pig TV %) 7— % [emplist.txt] 2 HDFS @7 1 L7 ) [/user/koga/pigtest0l] %
e L. WE¥EE7— % lemplist.txt] #2¥— L F T,

$ hdfs dfs -mkdir /user/koga/pigtestOl

$ hdfs dfs -copyFromLocal ./emplist.txt /user/koga/pigtestO1/

B Pig 27U 7 FOIER

7= %458 %4T) lemp_split.pigl A2 V7 F&{ER L £ ¥, [emp_split.pig] A7 YV 7}
(&, FEHY 40 R B R TV A HEEB D15 % HDFS O /user/koga/pigtest01/dir01 71 L 7 b
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VAZIR D 4. AU 7000 BV 2 2 555 H O x /user/koga/pigtest01/dir02 [ZHR 1) 77
FET

$ cat > emp_split.pig << ’__EOF__°
A=
LOAD ’hdfs://n0121:9000/user/koga/pigtest0l/emplist.txt’
USING PigStorage(’,’)
AS (id:int, name:chararray, age:int, address:chararray, salary:int);
SPLIT A INTO X IF age >= 40, Y IF (salary > 7000);
STORE X INTO ’hdfs://n0121:9000/user/koga/pigtest01/dir01’;
STORE Y INTO ’hdfs://n0121:9000/user/koga/pigtest01/dir02’;
EOF

H Pig AU 7 hOEFT

pig I~ ¥ Fix, 774 Mid, MapReduce E— FTHETINI T, [-x] + 7 a v 2iEEL.
B RAYLC MapReduce E— FRO—H IV E— FEIRET LI L AETT, pig I~V ¥ FTETT
LAV T, [-£] A7 ar0ikicBE LT (R6-5).

£6-5 pigIvFOE—F

pigI¥ > KDE—F 176
MapReduce € — F $ pig —f .Jemp_split.pig

$ pig -x mapreduce -f ./emp_split.pig

O—ANE—F $ pig -x local -f ./emp_split.pig

TiE, EBEICpig a2~ ¥ FEffio T, emp_splist.pig AZ ) 7 FEFETLE T,

$ which pig
~/pig-0.17.0/bin/pig

$ pig -f ./emp_split.pig

Successfully stored 3 records (129 bytes) in: "/user/koga/pigtest02/dir01"
Successfully stored 2 records (86 bytes) in: "/user/koga/pigtest02/dir02"
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A Note 0% complete

pig 3% ¥ F% MapReduce €— FTHEITL. [0% complete] DA v t—ITlkEoTLE
I it id. Hadoop Y AT LA ERDAET)VARSEZLNE T, B L TWHLALELEY T b
TrTRVSTZAEILET S, HBHVvIE, WHAE) 2T 5% EOFENLETT,

HDFS IZHEFR SN R MR L E ¥,

$ hdfs dfs -1s /user/koga/pigtest01/dir01/
Found 2 items

-rw-r--r-- 3 koga supergroup ... /user/koga/pigtest01/dir01/_SUCCESS
-rw-r--r-- 3 koga supergroup ... /user/koga/pigtest01/dir01/part-m-00000
$ hdfs dfs -cat /user/koga/pigtest01/dir01/part-m-00000

i Masazumi Koga 43 Tokyo 2500

2 Satoshi Nakamoto 58 Osaka 9500

3 John von Neumann 49 USA 2000

$ hdfs dfs -1s /user/koga/pigtest01/dir02/

Found 2 items

-rw-r--r-- 3 koga supergroup ... /user/koga/pigtest02/dir02/_SUCCESS
-rw-r--r-- 3 koga supergroup ... /user/koga/pigtest02/dir02/part-m-00000

$ hdfs dfs -cat /user/koga/pigtest01/dir02/part-m-00000

2 Satoshi Nakamoto 58 Osaka 9500
5 Kenneth Harry Olsen 27 USA 8500

PLET, Hadoop3 7 7 A% —TPig xffiof-7— 4 DEERITVE L7,
6-5-4 MapRISRAI—~DPig DAV b=Ib

MapR 7 7 A & — [0l O Pig DA > A b — V&, FEHICHHTT, MEP 2°5 RPM /¥y 7 — I8
RAEENTHY, MapR 7 FAF — D4/ — FIZBWT, HHTII MapR D RV b AikE s h
T, yum I¥ > FCTA YA P—NIEETT, TR, 2947/ —FTEELE T,

# hostname
n0130. jpn.linux.hpe.com

# clush -g cl,all -L "cat /etc/yum.repos.d/maprtech.repo"

327



% 6 E Hive/lmpala/HBase/Pig - 7 — & ~N— Z DEfE

n0130: [maprecosystem]

n0130: name=MapR Technologies

n0130: baseurl=http://package.mapr.com/releases/MEP/MEP-5.0.0/redhat
n0130: enabled=1

n0130: gpgcheck=0

n0130: protect=1

W Pig DAY ZX b=Ib
Pig @ RPM /X v & — ¥ [mapr-pig| # &V FAY—/—FIZA YA =NV LFT,
# clush -g cl,all "yum makecache fast && yum install -y mapr-pig"

DET, Pig#FIITEH L)1 E L7,

6-5-5 Pig OE)fERES
SEFIE, Pig&fioT, 7F AL 77 A NVICE TN A BMEBEBOHBMEE N Y P LES, 274
Ty I/ —=F, $B5WIEITFTAY— ) — FOL—+— mapr CIEELFT,

# hostname
n0131. jpn.linux.hpe.com

# su - mapr

$ whoami

mapr

MapR-FS {27 A + [ ? /user/mapr/pigtest02 71 L 7 ) Z#ER L £,

$ hadoop fs -mkdir /user/mapr/pigtest02

MapR-FS @ /user/mapr/pigtest02 74 L7 M) IZREADME 7 7 A V% 2 E—L F7,

$ hadoop fs -put /usr/share/doc/wget-*/README /user/mapr/pigtest02/

A, pig I~ FAHEMT S Grunt > = VEREB L, MEFEERTT- 7 2 RELTHTE T,
Grunt ¥ = VEEEIT 45121, I3 P70y T b pig 3~y FICHT Y g y&FITFI2E
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TLET,
$ pig
grunt>
Grunt ¥ = VASEENT 5 &, Tgrunt>] 702 7 M AERENEFT, LT, Grunt ¥z )b a< >~
F70>7 b [grunt>] TELF . Grunt ¥ = A5, MapR-FS Zfiif L 72 README 7 7

ANVEB—FLET, BVWAZ )7L, (Enter ) F—%#9 L, Grunt ¥ =D 7027 bAT
[>>] 12ZE b L. #EATICHED > CANDEETT . 1{T0OmREIE, [;] SBETT,

grunt> A = LOAD ’/user/mapr/pigtest02/README’
>> USING TextLoader() AS (words:chararray);

Fl&fHmE, Grunt ¥ = VT, LFO XA LE T,

grunt> B FOREACH A GENERATE FLATTEN (TOKENIZE(*));
grunt> C = GROUP B BY $0;

grunt> D = FOREACH C GENERATE group, COUNT(B);

grunt> STORE D INTO ’/user/mapr/pigtest02/resultdir’;

- Success!
FITHERIZBWT, =7 =272 [Success! ] EHENH, Grunt ¥ =V EZHETLET,
grunt> quit

MapR-FS @ /user/mapr/pigtest0l/resultdir 71 L 7 b ) ITH&GH S NT W 2 F47H5 R 2 D
LEd,
$ hadoop fs \

-cat /user/mapr/pigtest02/resultdir/part-r-00000 \
| sort -k2 -rn |head -3

the 40
of 19
Wget 16

PLEC, MapR-FS IZHEM ENF2T ¥ A b7 7 A VR OHGED & o A% Pig THHT A2
L CEF Lz
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% 6 E Hive/lmpala/HBase/Pig - 7 — & ~N— Z DEfE

6-6 F&H

ARETIX, Hive, Impala, HBase D2 MEH HEICOWTHIELE Lz, b0y —vid,
MapReduce 7177 I ¥ ZOMiEAR { TH, Hadoop 7 T A — % T— 4§ X=AD L) IZFIHT
EF9, €3£ RDBMS 12511 5 SQL D H#k S 2 H i, Hive, Impala, HBase % F|f§ 5/ —
P, 2RiEEEdd D A, /o, HHEL MapReduce 707 5 I U 72 EFTH T L4 L
Hadoop 2 TOF— LM% EH T4 Pig A2 ) 7 FFEICL Y, 70573 »7OFM%EKIE
IEHTE T,

REIRLAFIEE, IN60V 7 M7 27 WA LSEERO—HIZT EEEAD, €0, KF
WRLAFIETHWEEZ <A — L, Hadoop M IZHIT L 7 — FIMEOMAT 2 2 ATATL 2
AR
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B78E

Sqgoop/Flume - =490
A1 IR—=MNITRAKR—B

F—HUBORRERDT—ID, TS VYUTILI A LWUBEEITSHFERD
RBDMS [CFET DBEICE, YAY—FT—5ZN\vI IV ROE Y I TF—553%
BE FCA ViR— T 2EhGbEd, RDBMS h'SE w5 F—9DHREAD

ARDY—ILEHFE>TVET,

AECTlE. RDBMS & Hadoop OB CTF—% %A Vik— b (FllFI IR R—
) 38DV —)LE LTERL [Apache Sqoop] & T—FX—ZXLIHDIE
WiEbT—5ZEDkZ D [Apache Flume] [CDWTFDBEFIEE EHEAERS
BITHENALETD,
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% 7 #& Sqoop/Flume - ¥ =& DA > K— I 7 ZXK— k

7-1 Apache Sqoop

Apache Sqoop |&, RDBMS & Hadoop 7 7 A % —WIIC BT 27— Fimi%E Y — VT, 4o
RDBMS 705 Hadoop 7 7 A% —~O 7 — 5 5% (£ ¥ K— 1), &%\ d. Hadoop 75 HHEED
RDBMS ~D 7 — # 5% (L7 ZK— ) A HHETY. £72. RDBMS 7213 T% <. NoSQL 7—
FR—AH L, SFEFLHEPFOTF— I R—AIIHE LT ET,

Apache Sqoop (X, Pig % {f - 72 ETL %>, Hive 2O 7 ) =B ZTH) V7 My o7 LH
HEDETHHENLZ LR H Y A, BEMAFIHAGL LTid, EREEALES
EOMERRLGR T — FIREE A S, AL — 8 LHEOR DY 12T 5 E ML THH % Sqoop T
Hadoop 24 128555 L, Hive ¢ beeline I X ¥ F&affio TH/ L) =B A F(75 5 L 9 flivyg
LEwFonzd (@7-1).

SQLIc&3 x
DIU—mkiT
_SQL. L P V4 beelinelc &3

IITU—DRIT

Hadoop/\ = = =
1R~ x

Sqoop @
%Spa rkic &3

HiEE

BEFFDBA

IORR—b

« ’S2YO23 S NBREORDBMSHS, F—F%HadoopZ SRAY—(CA ZR—b
+ RDBMShS#E#EEhiz>—4%HadoopZ S5 XY —THIA (Pig, Hive, Spark %)
+ Hadoop?SRA45—TREEHDT—SFERDBMSICTIAHR— b

7-1  Apache Sqoop D {& Al

7-1-1 Apache Sqoop D7 —FFIF+

Apache Sqoop! 13, J#% . Hadoop 7 7 A% —ND 1 / — FCTH@ s+ T4, 2—%—I%, Sqoop
7947 b (sqoop A%V F) #ffioTTF—Fim%k4iTv 9, RDBMS & Hadoop 7 7 A ¥ —
7 — ##7%id, Hadoop 7 7 A ¥ — LD Map # A7 I X o THEFNCMIEER T+, ZhiCE
D, 2—H—i3, Map ¥ A7 DAFIMIIZ L 5 F— FEHEDATr — )V A v b2 EZTEE Y,
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@ 7-1 Apache Sqoop

Sqoop £, RDBMS 7*5 HDFS % MapR-FS, & L T, Hive ® NoSQL @ HBase |27 — % & &
A YHR=PFTEET, Z7 AFK— DA, Hive X HBase 7> 5 E3% RDBMS (227 AR — b g
LD Tld# . Hadoop 5EL7 7 4 V¥ AT LKA S 4L72 Hive X° HBase D7 — ¥ % 455%E L T4T
wET (F7-2),

1 Sqoop (ZIE. Sqoop 1 & Sqoop 2 HATFEFEL £ T, Sqoop 1 1. Sqoop 771 7 > bh 5 EHE Map
BRAY EfEo T — AEEDEREMT 7T —F T F + T¥, —H. Sqoop 2 IZ1E. Sqoop 2 H —
N—HTEEL. Sqoop2 7 741 7> b 5 D&% % Sqoop 2 H—/N— & FEY | Sqoop 2 #—/V—
#2H T Hadoop D Map # A 7IC & B 7 —4EkpiTbnE ¥, KEFETIE. Sqoop 2 ICLEXNTERE
BABET, D, BAKEIFEEL Sqoop 1 ZFMY ETFET,

1-5-¢
- ,,,,Rbng;, — SQOO F— OGRS
A i— b 147 F—iER0E(, Sqoop
___(Ifzﬂ‘\— Ifa)_ i} a:»f;w MEHTHES

Sqooph'i@ I SiBFR Map& R
Map@ZG

Sqoopld, F—IEXE
WFCNETES

HadoopZS5 X4 —0D
180/ — R THS

SqoopdA{ >ii— bk g g/ 4./ SqoopdIHZA—

Hadoop#&8 I 7 1L
RDBMSH 5 Hadoop e prtnd s

e iy TAEICREZNTLS
AWIPAINSATL HDFS | MapR-FS| Hive Hivet"HBaseDF —9%
RDBMSARE®

AT =S R TEX

Hadoop
7-2 Apache Sqoop D7 —X 77 F +

Apache Sqoop T RDBMS & @7 — % O DHLY %479 (Z1E, Apache Sqoop (= RDBMS H @ Java

Database Connectivity JDBC) FZ 4 /3% f ¥ A b — VT BLEHH ) 5, IDBC &z X, 77

r—3 3 2IZ,RDBMS FOF—% 127 72 ATZ 3, Apache Sqoop 1Z1%, MySQL. PostgreSQL,
Microsoft SQL Server, Oracle % & \ZxHn L7 4% 7 ¥ b EL 97,
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% 7 #& Sqoop/Flume - ¥ =& DA > K— I 7 ZXK— k

7-1-2 Apache Sqoop Z{E>IcF—9 DA 2/ ik— bl

DFClE, MapR 7 7 A% — 28\ T, Apache Sqoop % 727 — % DA ¥ R—  laR L §
¥ 47alix. RDBMS |2 PostgreSQL % FH%E L. MapR Wi Sqoop % MapR 7 7 A & — |24 ¥ A b—
vLET (B7-3),

o A >iR— k3T : PostgreSQLY —/\—DF —H~R—X
o A R— b : MapR-FS
« Sqoop : MapRISAH—D1.J)— RTH{E

+SqoopZSA 7>k  :MapRISAS—ETIATY RERT

1/ —RoOHC

- >i—bxD
SqoopZE1 A M=)

PostgreSQLD#{)

C-a-D/—F C-a-DJ—F C-a-D/—Fk C-a-DJ—F

[ > % T = T 7% T I

®7-3 SEMEET % PostgreSQL ¥ —#~N—Z &1 K — hT 5 Sqoop ¥ X7 L
1B

M PostgreSQL Y—/\—DHA=

Sqoop DA ¥ AR— FIL& %D PostgreSQL H—N—% 7 T 4 7 > < ¥ @ n0130.jpn.linux.hpe.com
R L E 3. 7947~ b7 2 n0130.jpn.linux.hpe.com |21, CentOS 7.4 24 ¥ A b— )L &
W, 28y = VAR OIRBICEFR SN TBY, 15 —F v MERHTRPM /Sy =V HFAFT
SHHRELELIET,

# hostname
n0130. jpn.linux.hpe.com

T\ PostgreSQL 751 ' A b= L ENTW A, M7y 1 YA =NV LTBEET,
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# yum remove -y postgresql postgresql-libs
PostgreSQL 10 D/ Xy 7 — Y %4 Y A b=V LET,

# yum install -y https://download.postgresql.org/pub/repos/yum/10/redhat/rhel
-7-%86_64/pgdg-centos10-10-2.noarch.rpm
# yum install -y postgresqlilO-server postgresqllO

B F—9~—ZAD#HE

F= I NR—AxWMT DT 1 L7 M) [/var/lib/pgsql/10/datal HFZETH D Z & AL
ESCN

# 1s -1 /var/lib/pgsql/10/data/
total 0

PostgreSQL 7 — # N— A % @b L F 3,

# /usr/pgsql-10/bin/postgresql-10-setup initdb
Initializing database ... 0K

M postgresql.conf ORE

PostgreSQL % 4 ¥ A b — )¢ 5 & posigres L —HF —ASEHBIAYISIER S 1L E ¥ postgres L —
F—1Z%e ), FET7 7 1)\ [postgresql.conf| ##HHE L £ 9, postgresql.conf 7 7 f L D
[1isten_addresses = ’localhost’| % [listen_addresses = '#’] [ZEHE L F 7,

# su - postgres

$ whoami
postgres

$ cd /var/lib/pgsql/10/data/

$ cp postgresql.conf postgresql.conf.org

$ sed -i \

"s/#listen_addresses = ’localhost’/listen_addresses = ’*’/g" \
./postgresql.conf

postgresql.conf 7 7 A VOB E R L ¥,
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% 7 & Sqoop/Flume - 7 —& DA > K— NI T ZHK—k

$ grep listen_addresses postgresql.conf
listen_addresses = %’ # what IP address(es) to listen on;

M pg_hba.conf DEE

RET T AN [pg_hba.conf] FMEL, F—FN—RAIHEHRTELAY T =2 S A b
THURRIICERE L T,
$ cp pg_hba.conf pg_hba.conf.org

$ echo "host all all 10.0.0.0/24 password" >> pg_hba.conf
$ echo "host all all 172.16.0.0/16 password" >> pg_hba.conf

0 =9~ N—ADicH)
PostgreSQL ¥r—E A& #H L 9,

$ exit
# whoami
root

# systemctl restart postgresql-10.service
# systemctl status postgresql-10.service | grep Active
Active: active (running) since Tue 2018-04-17 21:29:21 JST; 27s ago

B F—IN—=ZA DR

psql I ¥ ¥ FIZ& Y PostgreSQL H— 13— 124 L £ 9 IR ZERT B select LEFEAT L
T R=APIEFIHHL T L 2HE L 3. fE¥EIE. postgres L—H—TirvE 4,

# su - postgres
$ whoami
postgres

$ psql -U postgres -c "select now();"
now

2018-04-17 22:21:43.778983+09
(1 row)
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| WAw Ay B 05 )
postgres L— W — /XA — I [passwordi1234] 5. LE T,

$ psql -c "alter role postgres with password ’password1234’"
ALTER ROLE

W /N2 D — REESEE {8 o T iR iEss

INAT) — RRGE % 5 72 7= RX—=ZADT 7 L ADPWENEI MR L FTo psql I¥ ¥ F
lZa—H—%, /X277 — K, PostgreSQL ' —/"— DR A M EFBRMIIEEL T,

$ psql \
"user=postgres password=password1234 host=n0130" \
-w —¢ "select mow();"
now
2018-04-17 01:33:24.957472+09
(1 row)

o7z NAT — F [abed1234] Tid, F— 4 N—AZHEHTE LW L2 AL T T,

$ psql \

"user=postgres password=abcd1234 host=n0130" \

-w —¢ "select mow();"

psql: FATAL: password authentication failed for user "postgres"

B FAMRATF=IN=ZAET—TILVDIERR
PostgreSQL #—/N— 257 A D 7T —# ~X— A [testdbol] #/EHLL T3,

$ psql \

"user=postgres password=password1234 host=n0130" \
-w —c "create database testdbO1;"

CREATE DATABASE
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% 7 & Sqoop/Flume - 7 —& DA > K— NI T ZHK—k

B >—JILOER

T & R— A [testdb01 | 127 — 7 [weather | Z{FHiT % SQL AR L 72 table0l.sql 7 7
ANVEHEL. tableOl.sql #ffi~ T, 77— % X—A [testdb01] |27 — 7 [weather] #1E
BLEdo 7—7 ) [weather ] 1Z, #Hi%. WHERE, KERE. MKE, Af4basFke L
7,

$ cat > tableO1.sql << __EOF__

\c testdb0i;
create table weather (

city varchar (80),
temp_lo int,
temp_hi int,
prcp real,
date date
);
__EOF__
$ psql \

"user=postgres password=password1234 host=n0130" \

-w < table01.sql

You are now connected to database "testdbOl" as user "postgres".
CREATE TABLE

B >—JILOREER

YE L7257 — 7 ) [weather] OMEFEM D SQL LEFK L, F— 7VHERTE TV L 1%
BLEY,

$ cat > confirm_tableOl1.sql << __EOF__
\c testdbOi;
\dt;
__EOF__
$ psql \
"user=postgres password=password1234 host=n0130" \
-w < confirm_table0Ol.sql
You are now connected to database "testdb0l" as user "postgres".
List of relations
Schema | Name | Type | Owner

public | weather | table | postgres
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(1 row)

B F—=JIL~DIEDEA
F— 7 [weather] ICfli%#H AT 5 SQL LEIER L ¥,

$ cat > insertval_tableOl.sql << __EOF

\c testdbO1i;

insert into weather values(’Tokyo ’,8,13,0.10,’2017-12-11’);

insert into weather values(’Osaka ’,7,14,0.20,°2018-01-12);

insert into weather values(’Nagoya’,9,15,0.30,°2018-02-13’);
EOF

W {EDHEHR

$ psql \

"user=postgres password=password1234 host=n0130" \

-w < insertval_tableOl.sql

You are now connected to database "testdbOl" as user "postgres".
INSERT 0 1

INSERT O 1

INSERT 0 1

B >—JLOEDHEER

F— 7V [weather | (23 A L 72l % #5235 SQL L%k L7z 7 7 1 )V [ confirmval_tableOl.
sqll ZTEH L. T— 7 NI S W EZERR L £ 9,

$ cat > confirmval_table01.sql << __EOF__

\c¢ testdb0i;

select * from weather;

__EOF__

$ psql \

"user=postgres password=password1234 host=n0130" \

-w < confirmval_table0Ol1.sql

You are now connected to database "testdbOl" as user "postgres".
city | temp_lo | temp_hi | prcp | date
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Tokyo | 8 | 13 | 0.1 | 2017-12-11
Osaka | il 14 | 0.2 | 2018-01-12
Nagoya | 9 | 156 | 0.3 | 2018-02-13
(3 rows)

$ exit

#

LT, PostgreSQL H—/3— (27— 4% X— 2 [testdbol] #ERE L. &M S NIzT —T I
[weather| PHETE F L7

7-1-3 Apache Sqoop D1 VA M=Ilb

4-[A)id,MapR 7 7 A ¥ —@ ./ — F n0131.jpn.linux.hpe.com 1 Sqoop % 1 > A +—JL L4, MapR
RS S MEP OV RY PUMFEESN TSI EDFITRTY, 313, Sqoop & PostgreSQL
JDBC FZ A MDDy r—J%4 A=V LET,

# ssh n0131-mgm

# hostname

n0131. jpn.linux.hpe.com

# yum install -y mapr-sqoop postgresql-jdbc

Bl JDBC FS1I\DEE
PostgreSQL H @ JDBC F 7 4 73% Sqoop |ZHlAARE T,
# cd /opt/mapr/sqoop/sqoop-*/1ib
# pwd
/opt/mapr/sqoop/sqoop-1.4.6/1ib
# 1n -s /usr/share/java/postgresql-jdbc.jar .
RNy o) 7 EERLE T,
# 1s -1 postgresql-jdbc.jar

lruxrwxrwx 1 root root ... postgresql-jdbc.jar -> /usr/share/java/postgresql-jd
bc. jar
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B PostgreSQAL 75 MapR-FS ADF—=50D A Vik—b

MapR 7 7 A % — @ n0131.jpn.linux.hpe.com |24 » A b— I L7z sqoop I~ ¥ FEffioT, 7
747 ¥ =¥ (n0130.jpn.linux.hpe.com) THME T 5 PostgreSQL D7 — ¥ X — A [testdbol]
E®F—7) [weather| %, MapR-FS L ®/sqoop0l 74 L7 b IZA ¥ K= L EFT, BT
OB TIE, sqoop 2V ¥ F% 9474 AL, [Enter password: | & FRENAEDT, PostgreSQL O

postgres L—H —D/SA T — F [password1234| # AJJLE 7,

# su - mapr
$ whoami
mapr

$ sqoop import \

--connection-manager org.apache.sqoop.manager.GenericJdbcManager \
--connect jdbc:postgresql://n0130.jpn.linux.hpe.com:5432/testdb0l \
--driver org.postgresql.Driver \

--username postgres \

SEAN

--target-dir /sqoop01 \

--table weather \

--num-mappers 1

Enter password: password1234 « PostgreSQL @) postgres 1—#—MN/XZA7— K& AH

17/12/13 06:24:45 INFO mapreduce.Job: Job job_1512901607255_0012 completed succ

essfully

[completed successfullyld¥Fm &AL, Sqoop (2L B A &R — MILBIISE T T, MapR-FS
FiZ/sqoop0l T4 L 7 b U DMER S 4L, PostgreSQL H—N—hbH A Y F—F LT —FR—2

DF =T NHEMEN TV LD EHELET.

$ hadoop fs -1s /sqoopO1/
Found 2 items

-IWXr-Xr-x 3 mapr mapr 0 2018-04-17 00:21 /sqoop01/_SUCCESS
-rWXr-xr-x 3 mapr mapr 81 2018-04-17 00:21 /sqoop01/part-m-00000

$ hadoop fs -cat /sqoop01/part-m-00000
Tokyo ,8,13,0.1,2017-12-11
Osaka ,7,14,0.2,2018-01-12
Nagoya,9,15,0.3,2018-02-13
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LL_EC PostgreSQL O 7 — # N — AR L 72 7 — 7 {5 E MapR-FS FiZ4f Y K— b T& %
L7zs

7-2 Apache Flume

Apache Sqoop %%, F{Z RDBMS @7 — 7L {§# % Hadoop (21 »H— b3 6%HZH) V7 b
727 TdHhHDIZH L, Apache Flume 1&, £FH TH S Nk v IEf#E L7 — % % Hadoop (21 A
L/2HD V7 b 27 TF, Apache Flume DM 2 i & LCid, 1o 788 snE 4,
Apache Flume i, O 7— ¥ BEFELZBELTBY ., SO T - UEF—EA LW £7,
¥ 72, Apache Flume [ 2 ¥ L AMIHO T — ¥ # P/ H Z EHTRET T, 72 & Z1E, Web H—
WNeDT 7eAQ 7, h—="—THETH0S DU 7, SNS OFefa L. BIHIRE A - CTIEK
ENTREDANY M F= 3L EFBFOoRET (E7-4),

PERDEEBLRD Apache FlumeZ{E> =
b—N\—Os/ER F—ImE

DY DRER OVORER O DFEB OJDRER OYDRER OJDFER

o X e X

e
I*Emﬂ

| Apache Flume

WebH—){—
ooy

scp

\l/

—
N 77‘{}1- ypE
SBEENOJEFHTF—hHATL, ERERMESETS TEEEICLBOIOF—HA TECEMRMER ERTHRN
[ERT—hATEHOOY EscpETIE— ~O041&, UPISA AlCHadoopZ S5 —(cHiE
SAE—-UEZ0RRETOOS UHMBIRTE RN PG A ACEBULET—924R(CER
DT I A LIEDTRLY B TERREET ZABOT—F (CHIG

7-4 TEROBEEIAY —/N—00O 7 EE E Apache Flume % f§- 27— 25
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7-2-1 Apache Flume O7—%59F ¢

Apache Flume Tli, 7= OFEFR*TF—2 T 12 L —F LU F §, Twitter % Facebook @
V=YYV ATA TORML LR, 75 V22 —FIIHSELET, 7—F VAL —F
Lo THEBEEINZT—%1, Flume T— Y = ¥ MIX->TUEENE T, FDH%, Flume T— 3 =
YIELOTF— S ETAOD, F—2ALVETY, 7—4 3L 7 %%, Hadoop DITELT 7
ANV AT A, HAHWIE, HBase 2 EIZF— 4% v alL$d (H7-5, &7-1),

F—ITIRL—F

syslog I g Twitter ;5 Facebook syslog EER

FlumeI—>x >k FlumeI -1 >k FlumeI—SxT >k FlumeI—>1 >k FlumeI—>1> b

Syslog Twitter Facebook Syslog Avro
D V=2 V=2 V-2 /' Y-

13

\\ l
F— I 5—5 F—5 St SEhi
_Flume aLos aLos aLog | ppieer-soor
l

— J
\.L/

Hadoopf 82 7 L3 RF L, HBase

[ 7-5 Apache Flume D7 —*% 77 F x

#F*7-1 Flume DEEILFR—%> b

% S S -4 G

F=FJxhlb—F T FORAR

Flume Z— 3 = > L F—F xR —FPER LT —F 2N

F—FyalLy¥ Flume =.— ¥ = » F D7 — ¥ % Hadoop il 7 7 4 v ¥ A T L IZHE&HH

E51Z, Flume Z—Y ¥ ME, V—=A, Fr R, ¥ r7D320a K= FTHES
nEJ,
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@®/— A
VAT VAL DLOT -SRI F5., kI, T—F VAL —%
7% Syslog D35 6rid. Syslog / — A, Twitter 7 5 F Twitter V — A LI F T, F72, MO
Flume 2— Y = ¥ b PbDF— 4 22T A Z L L AHETT,
@7 ¥
FrANiE, V—AD5 Flume TNy FEZELIET, 1N F&id, Flume T—3 x>~
MBI 27— F kO LR BATT,
@
VTR FAARADPLRDZ T ERTRL AT aL s INRELET, T4
D&M HDFS Tdh4LE, HDFS ¥ > 7| HBase 7 51E, HBase ¥ » 7 LT F ¥,

7-2-2 Apache Flume IC& D syslog OEE

LUFTlE, MapR 7 7 A ¥ —1Z Apache Flume % 1 ¥ A F =)V L, syslog 254K T A 10 77— % DR
BETWE T, 40lE, MapR 7 7 A% — @/ — F@ n0131.jpn.linux.hpe.com |2 Flume H— /73— %
£, Flume ¥ —/N—~OFHGIC & % 5 rsyslog —/N—% 2 514 7 » b <3 »® n0130.jpn.linux.hpe.
com |2 LE§ . 7747~ b= @ n0130.jpn.linux.hpe.com (21, CentOS 7.4 A3 1 > A b —
WENTEBY, A1 %%y MEHTRPM Ny r =V PAFTELIRELLET (B7-6),

« F—IRER : rsyslogb—/{\—p0O%
OV DRESR : MapR-FS
* Flume i MapRI SRS —mD1.)— RTHE

1) —ROHC rsyslogt—){—T
FlumeZA > 2 h—JL OJh&ERENS

7-6 SEMEET 3 syslog 7 — % #MET 5 Flume ¥ X 7 LR
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M rsyslog Y—/\—DOR=E
rsyslog DS r =& A YA =N L, OTZDFEEFE %D syslog —N—E2HELE T,

# hostname
n0130. jpn.linux.hpe.com

# yum install -y rsyslog

M rsyslog.conf 7 7 1 ILDRE

n0130.jpn.linux.hpe.com FTHR EN 51T 7% | Flume ¥ —/3— n0131.jpn.linux.hpe.com |2 7 5+
T—F35 L)1 syslog Ti%E L9,

# cp /etc/rsyslog.conf /etc/rsyslog.conf.org
# echo "*.* Q0n0131.jpn.linux.hpe.com:7078" >> /etc/rsyslog.conf

H rsyslog H—E X DiCE)
rsyslog ' — Y A LB L. rsyslog XIEH B L T2 iER L ET,
# systemctl restart rsyslog

# systemctl status rsyslog | grep Active
Active: active (running) since Sun 2018-04-08 03:10:13 JST; 4s ago

PLET, rsyslog —/ =T 7 %A L, Flume —/"—127 + 7 — F T & Lt £ L7,

M Flume Y—/\—DIF%E

MapR 7 7 A % — / — F& n0131.jpn.linux.hpe.com |2 Flume % A > A b —)V L £ 3, MapR #1:4%
JRMES 2 MEP @) K3 b 1) A/etc/yum.repos.d/maprtech.repo IZIEL { FEE SN TWAH T &
DHHERETT

# ssh n0131-mgm

# hostname
n0131.jpn.linux.hpe.com
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# whoami
root

# yum install -y mapr-flume

M 8E 7 7 )b flume-env.sh OERL

Flume DX E 7 7 4 )V [flume-env.sh| #1EH L £ 9, flume-env.sh 7 7 1 )V IZIE, BREEHK
@ [JAVA_HOME| %Gtk L F 7,

# cd /opt/mapr/flume/flume-1.8.0/conf
# cat > flume-env.sh << __EOF__
export JAVA_HOME=/usr/lib/jvm/jre
__EOF__

M flume-conf.properties 7 7 1 JLO{ER
flume-conf.properties 7 7 4 WEEHR L £,

# cat > flume-conf.properties << __EOF
al.sources = MySrcSyslog «[]
al.channels = MyMemChannel -[2]
al.sinks = MyHadoop +[3]
al.sources.MySrcSyslog.type = syslogtcp «[4]
al.sources.MySrcSyslog.host = n0131.jpn.linux.hpe.com «[5]
al.sources.MySrcSyslog.port 7078 -[8]
al.sources.MySrcSyslog.keepFields = true
al.channels.MyMemChannel.type = memory
al.channels.MyMemChannel.capacity = 10000
al.channels.MyMemChannel.transactionCapacity = 1000
al.sinks.MyHadoop.type = hdfs «[7]
al.sinks.MyHadoop.hdfs.path = maprfs:///flume01/ - [8]
al.sinks.MyHadoop.hdfs.fileType = DataStream «[9]
al.sinks.MyHadoop.hdfs.writeFormat = Text «—[id
al.sinks.MyHadoop.hdfs.batchSize = 1000
al.sinks.MyHadoop.hdfs.rollSize = 0
al.sinks.MyHadoop.hdfs.rollCount = 10000
al.sources.MySrcSyslog.channels = MyMemChannel «[i1]
al.sinks.MyHadoop.channel = MyMemChannel --[13

EQF
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flume-conf.properties 7 7 1 JLODELEA !

al EWHEZAID Flume T—Y x> bDV—RX % [MySrcSyslogl &R

al DF v+ )&% [MyMemChannel | &TEH

al DY > 7 8% [MyHadoop| LEHE

al DY —ZAD R A T# [syslogtepl ICEXTE

syslog D7+ 7 — KEDFRZ ~ £18FE

syslog D7 4 7 — FDKR— N EE £1EE

al DY > I7DEA T% [hats] (SHE

al D 7 DF — 212#% £ MapR-FS O/flumedl 71 L7 MU IZETE

Al DY IDTF—EDT 7 A IRA T % [DataStream| (ZFETE

Al DY INT -2 BEACEDT 274+ -7y FETHR MIEE

al @Y — 2 [al.source.MysrcSyslog] MIEMR%EF + %I £ [MyMenChannel | IZ#ETE
al ®3 > % [al.sinks.MyHadoop] MDIEMEI%F + I % [MyMenChanel| |CIETE

&l E1[E] [l =] &[] [@] = [« [ [=]

B OJ8MAT <« LI MU DIER
rsyslog T —/N—AHHL 2 NS 0 ZOKMET 4 L 7 F ) [/£1lune01] % MapR-FS IZfERL L £ 97,

# hostname
n0131. jpn.linux.hpe.com

# su - mapr
$ whoami
mapr

$ hadoop fs -mkdir /flumeO1

H Flume I—Y 1Y MOES)

Flume T— 3 =~ b i2E) L £ 3, Flume T—3 = ~ MI, flume-ng I ¥ ~ NI agent % fi5-
LTRIMLET, Fume T—Y = ¥ b EE)ITHL, ¥—IF NI Il —FOIv s FI(1 >
ETE, flume-ng l2& A A v = VHFIREN, Iy FFO X 7 MHPERENT, 74T 57
TYRFTHREBLTORRET 12> TV 2IE9TT,

i TATIIY KTEEIL T3 Apache Flume 1t (O ) 4(C) % — 5484 £ iasIacfEiE
TEET,
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$ /opt/mapr/flume/flume-1.8.0/bin/flume-ng agent \

-n al \

-c conf \

-f /opt/mapr/flume/flume-1.8.0/conf/flume-conf.properties \
-Dflume.root.logger=INFO0,console

Fz7-2 flume-ng I¥ > FDA T3>

flume-ng A¥ > RTWELAA T3> Bk

=n L=y NOENIEIRE

-c conf 774 L7 NUNDEET 7 A4 VAl
-f WET T ANDISATRE

-D Java VAT ATUANT 4 —Dfirty b

M rsyslog —I/\—00O%5 % Flume BT MapR-FS N &#9 3

MapR 7 7 A % — @ n0131.jpn.linux.hpe.com {2 > A F—)b L7z Flume %> T, 07 HEHKITD
< > (n0130.jpn.linux.hpe.com) THMI$ % rsyslog DT 7 %, MapR-FS L2 L 4, HlO

—3IFNTIaL—FEBE, syslog —/3— 2074 ¥ L, logger 2<% N1 &ffioT, 7
AMHOOZZERLET,

# hostname
n0130. jpn.linux.hpe.com

# logger -t test "Hello Flume."

[ t  logger A7 Fif, util-linux RPM /Sy 5 —JICEFh TUVET, j

rsyslog ¥ — /3 —THR L7227 A MO T 795 MapR-FS _E? /£1ume01 74 L 7 k) IZHEH S
TWaANEIPEMRLET,

# su - mapr
$ hadoop fs -1ls /flume01/

Found 1 items
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-rwxr-xr-x 3 mapr mapr 45 2018-04-08 03:44 /flumeO1/FlumeData.1514002922543

$ hadoop fs -cat /flume01/FlumeData.1520448264604 2>/dev/null | grep Hello
<13>Apr 8 03:44:39 n0130 test: Hello Flume

VL ET, rsyslog % —/N\—® W % % MapR-FS LIZH#ITE £ L7,

7-2-3 Apache Flume [C& D Twitter >—DHS

LLFCid, Apache Hadoop 3 7 7 A # — |2 Apache Flume % 4 » A }— )b L, Twitter @ A — |
7 — % % Apache Flume #H THU## L £ 45 Flume #—/V—{%, Apache Hadoop3 7 7 A% — / —
F @ n0121 jpn.linux.hpe.com (ZHEEE L 3, 4lalid, M@ Apache Hadoo 3 7 7 A ¥ — TR
% Flume T—3 2 ¥ b7 RF S F—N=%RHL TS ¥ ¥ —F v MIT 7 LA L, Twitter DY
fA—=FrF—s PG HMHRE LEYT (B7-7),

« FT—HRER : Twitter
« T—HDRER : HDFS
+ Flume : Apache Hadoop 395 A5 —m1./)— R THE

1/—RoOHIc
Flume&-1 >X h—JL «j TW|tter

TRI—I—F D-h—J)—K  D—p—J—K  D=p-J-FK

v 4 2 y’ A

—
I_T'_"_T_ : ]_)
L P
DSATHI—F
F-58 ﬂ‘!)&l
ALF JH/?

7-7 SENEET B Twitter DTG T — % £EE T % Flume & X 7 LB

“E

B Twitter TOSERIER

Twitter D7 — % & B3 5 121%, Twiter |20 7 A > L, FR7IC Twitter 7 7 7 & b O EiGH
FORENLETT, Twitter 74 7 ¥ M OEFEFEF 513, Twitter 1210 7 1 %, WHEA LIZH
BTAYY I DTAIY %7 )92 L, TAYI Y A2 —CHFRENE [BEETS1/180—]
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70y LET (H7-8),

& rvt—3

F-0- BT

XX

Masazumi Koga ZHVEESTH
@masazumi_koga

Jazs-L

YR

E-ATP

Do

4
L Sl ZA0-— Jx00- wu Uk e o > - ™
25505 170 608 4356 O 0 & A-hIOE-—h an )
Twitter/X g5
WA — WA — = =T =
WA—bk WA—hEBRE AFT47F | PHUSHR Fa
} BEEnry -k mpressions
Masazumi Koga T\ EE T @masazumi_koga 20178118288 @EEIS1/(S—
a [1T] Mesosphere DC/OS book, Author: @masazumi_koga , Evangelist
NLTES—

/BO7T2BTYNFL/... @AmazonJP #Mesos #DCOS #Dot
gdata #Hadoop #Al #CIO #HPE #loT #IT #Automatiot

Twitter 7H I > bDTFAALE T 9 T LES, [(REETFANY-1%87U 7

F—Evs—ihy b
X 7-8

BEAHO [BENAIL] 22007 LET, T4 &, BlEAHICETREGESOANMIFR
ShFEToT, [EitE] CTHARZERRE, BHEFFTEAN LT 23, HWERNRTF
T, [090-1234-Xxx%X ] DAL, [+81] @212 [090] DEFHO ¥ O 28T [901234XxXxXxX | %
ANL, ZOTFIcds [HWI3] =220y 2 LFET (H7-9),

@h—n PFE-AE QEm P Rye-s v F—D— RS Q a
ENAIL

A=A Ty R TTwitter 2 &S,

TEESTEM
CORESSICREAD - FERELET. SMSEAEARI NN SBEIBOET.

Masazumi Koga ...
@masazumi_koga

21— —{ER > Auem | A% i
ISANS—¢tFalTy > EEOBEEE | g i90!234r.".'
JRD-F >
AN > mrs
A—JLiEx] >
INA) !
e HE 1IWFTY . ‘ .
Twitter7 7 Uz4 D >0—
Webifi#] > " . -
iPhone. iPad. Android. BlackBerry. Windows PhoneTZHIEL)
RIE5ERDIIS > EEHEY.

7-9 EREFEESOAN
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PR ICRTEH I - FA%EONTE ET 0T, ZoMyclm o [EBIA1— ] ofak
Jt:ljj l/\ [ﬁ%%ni&mﬂnﬁté] %7 )y Li'ﬁ”(lﬁl? 10)0

TN

CHRADOEFEEBRSEEBLTIES L,

+8190® 1CO-FERELFELE. MTFICO-FEAAULTREESERMILT

BIERO-F 123456

7-10 FBFIAO—-FDOAA

LLEC, Twitter 777 > M O BIEBETOREN T T LT L.
SRAZ. Twitter Apps @ Web 4 b [https://apps.twitter.com) 1277 AL E T (E7-11),

Application Management Have an account?
Application Management

Twitter Apps

Please sign in with your Twitter Account 1o create and maintain Twitter Apps

B 7-11  Twitter Apps Web #1 hDH 1 > 1 EE

Twitter I2H 1 ¥ 4 ¥ LT WA, [signin] 22710 v 7 LT Twitter 1294 4 LET
(B 7-12),

W A Twitterfc DT 5 BXER -

Twitterlc 02/ >
masazumi_koga

B 7-12 Twitter D% 1 1 »EHE
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Twitter Apps @ Web ¥4 FASFR & 725, [Create New App]l 271 v 7 LEF (K7-13),

W Appication Marager A
e e ey

Twitter Apps

You don't currently have any Twitter Apps

Create New App

7-13 Twitter Apps T [Create New App]l &7 1) v ¥

[Create an Application| QWA RRE N5, [Application Details| ¢ Name, De
scription, Website # AJJ L 9, Flume OEfEIZEHEREI L EEAN, T )r—3 3 O
PLLThr)edoiifeRel Tssdd (H7-14),

Create an application

Application Details

Name:
itter2Hadoc
Description
Streaming from Twitter to Hadl
Website
hitps://ww hpe. com/jpflinux

Callback URL

Developer Agreement

¥ Yes. | have read and agree to the Tt

Having trouble creating your application?

If you're having t

policy question not ¢

r application creation requirements, please contact our Platform Operations team by using the "1 have an AP

2d by these points” option of the contact form at

Create your Twitter application

X 7-14 [Application Details ] "% Name. Description. Website # A1 L. —& T [Create
your Twitter application] %7 1) w 7

Amlit, 7SV -3k rTwitteIQHa.doopclusterJ ELFL, &6, HETO
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[Developer Agreement |NDF x v 7Ky 7 ALZF = v 7% AN, H[H FO[Create your Twitter

application| %7V v 7 LE ¥,

7 7 r—3 a3 ¥ [Twitter2HadoopCluster | (ZET AMiAFREN T T (K 7-15),

Your application has been created. Please take a moment to review and adjust your application’s setting

Twitter2HadoopCluster

Streaming from Twitter to Hadoop with Flume
[ 2

Organization

Organization None
Organization website None
]

Application Settings

Access level Read and write (modify app permission

Consumer Key (APl Key) LRl i | | 1 %=1
tokens)

Callback URL None

Callback URL Locked Mo
Sign in with Twitter Yes

App-only authentication  https://api twitter com/oauth2/token

Request token URL hitps://api twitter. com/oauthirequest_token
Authonize URL hitps //api twitter.com/oauth/authorize
Access token URL https://api twitter.comoauth/access_token
|

i

Test OAuth

7-15 77U —3 3 [Twitter2HadoopCluster] (B3T3 &M@

77— 3 [Twitter2HadoopCluster | DHEEIM D [Keys and Access Token] ¥ 7%
2y LET, $5E, TN —3a yAOFERIZLESRF — (Consumer Key) %7 7+ A
b—2Z7 BT A1 (Access Token. 3 & US. Access Token Secret) 2 /RmENF T (H7-16).
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Twitter2HadoopCluster

Application Settings

L™ u
LT L L
o el
Application Actions
Regenerate Consumer Key and Secret Change App Parmissions
B ]|
Your Access Token
LY
S LA AT L T |
{ P IS o wmd TR Bl

7-16 774 —i 3> [Twitter2HadoopCluster] MEITEA® [Keys and
Access Token] #F& 71U v 7

77— a3y [Twitter2HadoopCluster| DM A ® [Keys and Access Token| ¥ 7
THERENTVEF =T 7L A =7 YEHIE, Flume DEETLEICLD T,

7-2-4 Apache Hadoop 3 95X %—IcB1F5 Flume DEE

Apache Hadoop 3 7 7 A % —|Z Apache Flume % #§%2 L £ ¥, 4. Apache Hadoop 3 7 7 A
¥ —O<AY—/—FTdH4 [n0121.jpn.linux.hpe.com| |2 Apache Flume % 1 ¥ X b — L L &
o YAY—/—FlZu s 1 L, Apache Flume ® tar T — 4 4 7% AF L, fopt T4 L 27 1)

ICREAL ¥,
# ssh n0121-mgm

# hostname
n0121. jpn.linux.hpe.com

# wget \
http://www-us.apache.org/dist/flume/1.8.0/apache-flume-1.8.0-bin.tar.gz
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# tar xzvf apache-flume-1.8.0-bin.tar.gz -C /opt

B RIEEHORE
Apache Flume O Fi5i%% [FLUME_HOME| #7E L 9

# cat >> $HOME/.bash_profile << __EOF__
export FLUME_HOME=/opt/apache-flume-1.8.0-bin
__EOF__

# . $HOME/.bash_profile
# 1s -F $FLUME_HOME

bin/ conf/ doap_Flume.rdf 1lib/ NOTICE RELEASE-NOTES

CHANGELOG DEVNOTES docs/ LICENSE README.md tools/

H flume-env.sh 7 71T JLORE

Apache Flume Of%%E 7 7 4 )V [flume-env.sh| (ZERHEIZEEL [JAVA_HOME] %FlaEL F 7,

# cat > $FLUME_HOME/conf/flume-env.sh << __EOF__
export JAVA_HOME=/usr/lib/jvm/jre
_EOF__

H flume-conf.properties 7 7 1 JLOEE

Twitter D 7°— % Z W% ¥ % Flume Di%%E 7 7 1 )V [flume-conf.properties| TMHEL F 7,
METTANNDE, [7]. B B (LLTOHTIE, [XXXX. . . XXxXX] LR S TW 2 ER) 12
X, Twitter 7 7)) 7 —3 a3 » [Twitter2HadoopCluster | O MIH|ZF/R £ 172 [Consumer Key|

[Consumer Secret| [Access Token] [Access Token Secret] #atikL F 3,

# vi $FLUME_HOME/conf/flume-conf.properties
t2h.sources = MyTwitter «[1]

t2h.channels = MyMemChannel -[2]

t2h.sinks = MyHadoop «[3]

t2h.sources.MyTwitter.type = org.apache.flume.source.Twitter.TwitterSource

t2h.sources.MyTwitter.channels = MyMemChannel -[5]
t2h.sources.MyTwitter.consumerKey = XXXXXXX...XXXXXXXXX -[¢]

—[4]
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t2h.sources.MyTwitter.consumerSecret = XXXXXXXXXXXXXXX...XXXXXXXXXXXXXXXXX +
t2h.sources.MyTwitter.accessToken = XXXXXXXKXXX...XXXXXXXXXXXXXXXXXXXXXX «[8]
t2h.sources.MyTwitter.accessTokenSecret = XXXXXXXXXX...XXXXXXXXXXXXXXXXX - [9]
t2h.sinks.MyHadoop.channel = MyMemChannel «

t2h.sinks.MyHadoop.type = hdfs +

t2h.sinks.MyHadoop.hdfs.path = hdfs://n0121:9000/user/koga/tweetdata/ «[i2]
t2h.sinks.MyHadoop.hdfs.fileType = DataStream (g
t2h.sinks.MyHadoop.writeFormat = Text «

t2h.sinks.MyHadoop.batchSize = 1000

t2h.sinks.MyHadoop.rollCount = 10000

t2h.sinks.MyHadoop.rollInterval = 600

t2h.sinks.MyHadoop.rollSize = 0

t2h.channels.MyMemChannel .type = memory

t2h.channels.MyMemChannel.capacity = 10000

t2h.channels.MyMemChannel .transactionCapacity = 100

flume-conf.properties 7 7 f JLDRLFR :

2h EVIZREID Flume IT—Y 1> kDY —2 % [MyTuitter| LEH

t2h DF v % I-B% [MyMemChannel] & EFH

t2h D> 7 %% [MyHadoop| LER

t2h DV — XD %1 7% [org.apache.flume.source. Twitter . TwitterSource] (CEXE
t2h M — R [t2h.source.MyTuitter | MIFHEF v X)L % [MyMemChannel | IZHETE
Twitter 7 7Y #r— 2 3 > [Twitter2HadoopCluster ] @ Consumer Key #15%E
Twitter 7 71) r— > 3 > [Twitter2HadoopCluster | M Consumer Secret % {§E
Twitter 7 71) r— i 3 > [Twitter2HadoopCluster] @ Access Token %4187

Twitter 7 71) 4/ — & 3 > [Twitter2HadoopCluster] ) Access Token Secret # 15
t2h D27 [t2. sinks.MyHadoop] DEEHETF + R & [MyMemChanel] IZHETE
ehD > 7D& 1 7% [hifs] ICHE

t2h M3 > 7 D F — 24&#85%E % HDFS D/user/koga/tweetdata 7 1 L 7 U ICERE
hDY > IDF—2OT 7 A2 1 T #% [DataStream] ICHE

hDS L INF—2 e BLACEDT—274+—7y bETF A MMIE

EREEEEE L= EE R E

B Twitter DY —h;F—9BMAT 1L 7 U DO{ER

flume-conf.properties 7 7 1 IV EFEA > X 9 12, HDFS IZ Twitter D A — b 7 — & &l
H71 b7 M) ERERLET,

# hostname
n0121. jpn.linux.hpe.com

# su - koga
$ whoami
koga
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$ which hadoop
/opt/hadoop-3.1.0/bin/hadoop

$ hdfs dfs -mkdir /user/koga/tweetdata
$ exit

H Flume I—Y 1 hOEE

Flume T— 2 = » F &) L £ T, flume-ng I ¥ ¥ FIZBWT,[-Dtwitterdj.http.proxyHost ]
7y a N 7T a F L — 35— [proxy.your.site.com] #fREL TV E T, 7T OF 4 —
N—{FH T, Flume &> T Twitter 7— ¥ TN A CBRICULEE A 7T 3 ¥ T,

# hostname
n0121. jpn.linux.hpe.com

# printenv FLUME_HOME
/opt/apache-flume-1.8.0-bin

# $FLUME_HOME/bin/flume-ng agent \

-n t2h \

-c conf \

-f $FLUME_HOME/conf/flume-conf.properties \
-Dflume.root.logger=INFO,console \
-Dtwitter4j.http.proxyHost=proxy.your.site.com \
-Dtwitter4j.http.proxyPort=8080

A Note £/ — FIZH T BBFLIDHESD

Flume T— 3 = ¥ &R SE5 / — FOIE LW ZZA TR WEEE. Twitter 77—
7 OWEHZ KT 2 W HEMEA S ) F 9. Flume =— ¥ = ¥ & E)$ 25712, Hadoop D42
FAY =7 = FFELWRHEZHATOEDRMRLTLZE 0,

T OWY AANEIT 4 &, Twitter DY 4 — 7 — % #Tf5 L, HDFS ICE§E sz g0
O7AK4A EFRRENLITTTT,
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% 7 & Sqoop/Flume - 7 —& DA > K— NI T ZHK—k
B YA — =50

MOH—3IF I3 2 b—% % T, Flume 255 L TV % n0121.jpn.linux.hpe.com (20 7 4
¥ L. Twitter ®Y 4 — 7 — % A"HDFS L2 ST a0 2L 9,

# ssh -1 koga n0121-mgm

$ hostname
n0121. jpn.linux.hpe.com

$ hdfs dfs -1s tweetdata/

-rw-r--r-— 3 root supergroup 15147 2018-04-18 09:56 tweetdata/FlumeData.

1520470586402
-rw-r—--r-— 3 root supergroup 16640 2018-04-18 09:56 tweetdata/FlumeData.
1520470586403

Twitter T S 72V 1 — b % Flume #2H T Apache Hadoop 3 7 7 A ¥ — @ HDFS L& T
% i Lflo
HRELEY AL — FF—5ORER

HDFS [ZMEfi SNz A — b=y Ohm B 2R L5, VA — 7 — % & ISON T2
LTHH2ERT A7-8, [avro-tools| EMENAEY 7 by T2 AF LT T,

$ wget http://www-us.apache.org/dist/avro/avro-1.8.2/java/avro-tools-1.8.2.jar
HDFS 2 S fcy A — b F—shdu—Anicav—LET,

$ hdfs dfs -get tweetdata/FlumeData.1520470586402

avro-tools # o T, 771 VDR HEMHEELE T,

$ java -jar \
./avro-tools-1.8.2.jar tojson \
—--pretty ./FlumeData.1520470586402 | grep string | less

"string" : "abcdefg"
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®7-3 L

"string" : "2018-03-08T09:56:44Z"

ESTEI N o N T

7-3 FEOH

AREETIL, Apache Sqoop Zffio 727 — % DA R — Mk LT, PostgreSQL N7 — ¥ NX— A
TEp L 727 — 7 V15 & MapR-FS EAFETHEI L HLY EIT, Apache Flume @FH T, syslog
=% & Twitter DY A — b7 — % ORFFICOWTHAL F L7z,

Apache Sqoop 13, & F &F 7 RDBMS # 4K — b LTWaA 72, KEBMIZEE T 5 RDBMS @
T—%% 1 2@ Hadoop 7 7 A% —IZHLD AATHMT B AT L2, LEATTRTT, 5
W5 RDBMS %% & L-HEaoa L LT 0, Apache Sqoop ZIEH L TATL 72 E W0,

—7J7. Apache Flume |3, K& 77— R SNS D7 —% %) T ¥ A LA ZHA L. Hadoo 7
T ALY —IZHHM L 9o Apache Flume (2 & o T 7 4 22 5 NI 7 — 713,
WY — Ve flAGhEs LT, fTEN Y — YR BRIEST 2 LICEHTE 7. 0,
ApacheFlume & BERAE 7 — Vi A L, Rt L7 — & 2 BRAE L 72509 s UL s 2k o i 512
Fr Ly LTATLES W,
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% 7 #& Sqoop/Flume - ¥ =& DA > K— I 7 ZXK— k

&
(J_) Column Kafka & MapR-ES

F—=F A M) =3 YO TIE, Spark Streaming X° Flume 7217 T% <, =¥ A M) —
IVIDDDA =Ty AT AL LT, Katka (7 4) bH%4TY . Kafkald, 24—
VT hA) Y hEFEZTE, 7534 MIOF— % #WICTx ¥, 72, Hadoop 751
TH <, Vertica 2 EOFRIAIFT = R—2A ML OF— DR VMY bHHE—-PLTVF T,

Z® Kafka X 0 X512k fE#2 ) L&/ — & LT, MapR #:TiZ MapR-ES (MapR
Event Streams. [H#1% MapR Streams) Z#¢ft L TWF 3, MapR ® I I 2 =7 1 A b Tid,
MapR-ES & Kafka Db, N F<— 7 Lifiik. Flume & MapR-ES O3 5 1if
WhEERMEL TV E T, oT AT 2861003, 2 F T 2HEITPBEED S A% S
1 BM K75 — % %, Hadoop AE#IZHEZ M 7 (MM T & B0 &9 D oMEERER %179 LMD
DEFTH. INHO MapR #ERBET 2 ERPRITEE T, F—F A M) =3I X FEMGTL
TRk, ~mEeBT3oLET,

(B4
Katka vs. MapR Streams: Why MapR? !
https://mapr.com/blog/kafka-vs-mapr-streams-why-mapr/

Integrate Flume with MapR-ES :
https://maprdocs.mapr.com/home/Flume/Flume_IntegrateWithMapRStreams.html

Apache Kafka vs MapR-ES: Fit for purpose/Decision tree :
https://community.mapr.com/docs/D0C-2409-apache-kafka-vs-mapr-es-fit-for

-purposedecision-tree
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E8E

Mahout - ##H5EE
(VSADEEBRAT VY
J>9)

ABEHET 3 [CHEEENEAT, EHTANEREERTT 2EREME
LTEEZBUTVSON, RIEEEOEBHEE CY . CCTHRNT S Apache
Mahout (&, Hadoop TH#Y 3. BHEEY 7 YT 7OBRSITNLEEFETY .
Apache Spark EELFINSHERPTHHEIN TS D, HHHBETT. £ET
(&, HFRFTELLFIFENTULS Hadoop WEOEMFES 1 FSUD [Apache
Mahout| ZFIR LI SASEE LAY TF— a Y OEFICDOVTED EIFE T,
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% 8 & Mahout - #HFE (77 XHBEBAT rvrl) > Y)

8-1 Apache Mahout &[3 ?

A7 =2y "PE2BLTSEETRANNTNIALATERERETA V-V ¥ VAT 1 TH
UTIE, BE OB 230D B —EAOYELR LICERS I TAILICLD,
EZ XSO B 2, SNS 12815 AL @5 F Ll L2 LG ofoR, BEHEAE VGO
EEIR 2R R b, (RO E TSRS IR ICHMERS CEBPHI TE T T T,

2O LAEBEEZERTLILE, LFoX )T — ot BB ETT,

cBHMOEXET - 2RICECERZH S0 IBED ST 5,
CBEOT-2OEEY SEEL (BEEOBEETFET 5.
CBEFICERETES TRE Y TE3RBEEIRY .

L2 L, MEROBEREB IR, ZOL) ¥EBLTERTLITLVITY) AL EXUPLiEL I L
X, 5% 2 ETlEH D 8 A, Apache Mahout (2, & 9 L7 % g 5 720 OFMFHE O
ThIT)ALE LT, EHEEOMBSIEE, BXU, EfrEBesRtL I,

8-1-1 Mahout OE/SsEE

Apache Mahout (&, 2008 4, Apache DMERL XY 54751 Thb Lucene D47 70 =
7 FELTHENHED, €O, Apache D by T~ 70y = s MZhD FE L7, Apache
Mahout (&, M8, 7 A% ) Y7 WA T 4 V) ¥ Tk EOBEE T BICFIH S b Rk
EEELTWET,

Apache Mahout Tld, W& 1T FIEMED ¥ 2 7 #EBXFICHHR L, KO LBl n~ >
YT T L — 57— 27 %4t L F ¥, Apache Mahout THEEE SN TV AEHEHO T VT
1) X 413, Hadoop 7 7 A % — D5 iEsi TEITEL £ 3, Hadoop 732535 7 4 77 ') % Mahout
PR L, 57 —F7 7 F v 1lL o T, BHFEOMREN A7 — ) L3, Apache Mahout T
FEREIN TV L IR U TIORLE T,

[ P
AYEa—F Y AT ATRYRD LHFHITIE, Webild, A—)b, 74 ALELRE, & F
SELMHOLEVHFELE T, STETLLFOP»L, Mz RHL, FHIL, MRz
B2 (BET2) LvofefirhiTbhEd, 2L 2E, ERA-VOHER, HEFEIC
FULFTH, RER VL BHEETH Y, 2o V2 IOk AV EFH S8, B2
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@ 8-1 Apache Mahout & 1 ?

MO HLEEOBVEREED T, WRREIHELEICR) E34, SEEfTrH) 7TVTY
AXELTIE, FA—=7 A X, OVAF 4y 270F, FYFLK, Bhhwla7EFL
(Hidden Markov Model, HMM) 7 EAFIH S E 5,

@/ IAF) T

B FEOWFRIES T, KEOTF—FOHmpoEULTw2 02/ V—¥r 7§52
Eld, P OMTICBWTIFFICEETY, 28 21E, KEORLT— 4 HEL, [ U
REDOTW LA SN FT G, 77A8) 7OT7 T ALDFHSNE T, £
72, IoT DEFRTIE, Ly HhoERINL TS 2B L. 7725 v/ 35280k
O, EFEEBLZO», BEPEELTVLI2OPTHETLIEICOAATEEZ S, 7725
)y ZOTE LTI, KFERESLEBR 7S X2 L FPE4TH Y, Mahout TiZ, Zh
SOrIAE ) v IOT T ALASFIETIETY,

OiFR7T 1Ny ) v

A7 ANT) 2 7E, Ay by av XA NTOBROETTOEETHASAT
WET, - -OBEBES Web A4 D7) v 7 H BRHOFML EOF— 5 & BRE
L. BlOo2—=F— 20 LT, BT TOOHERERRLE T, 2—F -T2 B3 T 0O0M
OFERE, LAAT=a2bHEhEd, LaAy7—2a Tk, ltwnsa—H-—
G LTHEMEHEE TS, H250id, HBOEGOEUEZEMELL, TusER s —F
2= —IHEE LI, 613, 2—F -7 ZRFHli O, BEBOL—F— LFFHilio €
FIER L, VIRAy7F—ar&fry bbb Ed, BTwnda—4—, T,
FHIOEL S, wFholba iy 7= arb, 2=V —=25Fil% T L 7B 5 Ok
HELT AMETY,

8-1-2 Apache Mahout D1 >X M=)l

Z 2T, Apache Mahout % Apache Hadoop3 7 7 A ¥ — CTHIH ¥ % FIHZ#H/ L £ 3. Apache
Mahout (&, root fEFRA v y—Hr L —F —TA Y A M — VAT RETT, 2018 £ 4 HHE T, Apache
Mahout 13, 0.13.0 ¥ FMTT, 4L, Apache T I 2 =7 4 e LTl tar 7— 4 A 7%
AFLET, AFRLE tr 7—HA 7% 22— F—Dh—L T4 L7 MY 2a¥—L, tar 37~ F
TRHEALES. root RO I F70 > 7 Mg [#), —a—¥F -7 7 Mg [$] TRL
4, E¥E, 794 T M - FTHVE T,
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% 8 E Mahout - #IBFE (77 XARREBAT 12U T)

Apache Mahout D A F4% :
http://archive.apache.org/dist/mahout/0.13.0/

$ hostname
n0120. jpn.linux.hpe.com

$ whoami
koga

$ wget \

https://archive.apache.org/dist/mahout/0.13.0/apache-mahout-distribution-
0.13.0.tar.gz @

[apache-mahout-distribution-0.13.0.tar.gz] # AFL, T —H— koga Dx— LT (1 L 7 |
VIZER L £ 9, Apache Mahout @ tarball % /&R 3 % &, apache-mahout-distribution-0.13.0
TA L7 PIBEREN, FOTF4 L7 PIRTIGEGHAZ ) FraEdrgIinTtuwid,

$ tar xzvf apache-mahout-distribution-0.13.0.tar.gz -C $HOME/
8-1-3 Apache Mahout DFE7055 LDERE

Apache Mahout 7S HDFS 127 7 £ AT 57200 Y 2 VERGR ERHEETHAZ ) 7 b [set-dfs
-commands . sh | %% Apache Hadoop 3 CIEF I 5 L 512, A2V T FEEIEL £§, set-dfs-

commands.sh A7 V) 7 FNOLLTOEAZEBLF 3,

% 8-1 set-dfs-commands.sh X 7 ) 7 N DEEERR

ZE KE®R
[$v —eq "2"] [$v -eq "3"]
[Discovered Hadoop v2. [Discovered Hadoop v3. |

$ cd $HOME/apache-mahout-distribution-0.13.0/examples/bin/
$ cp set-dfs-commands.sh set-dfs-commands.sh.org
$ vi set-dfs-commands.sh

elif [ $v -eq "3" ]
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@ 8-1 Apache Mahout & 1 ?

then
echo "Discovered Hadoop v3."

J.—#— koga M$HOME/ .bash_profile 7 7 1 W IZEHiZe 4 [MAHOUT_HOME| & EAT7 7 4 LD
PATH Z8IML £ 4. 7, Bufdf [MaHouT_LocAL] (2 [] 2&EL 7,

$ cat >> $HOME/.bash_profile << ’__EOF__

export MAHOUT_HOME=$HOME/apache-mahout-distribution-0.13.0

export PATH=$MAHOUT _HOME/bin:$MAHOUT_HOME/examples/bin:$PATH

export MAHOUT_LOCAL=""
__EOF__

Hadoop D BR15%5%L [HADOOP_CONF_DIR| #SitEFE A TH LI L MR L £,

$ printenv HADOOP_CONF_DIR
/opt/hadoop-3.1.0/etc/hadoop

AR EO-FLIT,

$ . $HOME/.bash_profile

mahout IV ¥ FAYETTEL MR LE T,

$ which mahout
~/apache-mahout-distribution-0.13.0/bin/mahout

$ mahout

MAHOUT_LOCAL is not set; adding HADOOP_CONF_DIR to classpath.

Running on hadoop, using /opt/hadoop-3.1.0/bin/hadoop and HADOOP_CONF_DIR=/opt/
hadoop-3.1.0/etc/hadoop

MAHOUT-JOB: /opt/apache-mahout-distribution-0.13.0/mahout-examples-0.13.0-job.j
ar

SFEFELATLavAERENET, LLET, nahout A7 FAFIHTEL LY 1T F
L.fzo
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% 8 E Mahout - #IBFE (77 XARREBAT 12U T)

Column  Apache Mahout DERIFAR & T

Apache Mahout 1, I3 2=7F A 2L o TP EHHOE Y 2 — VAR R ENTWE T, Ik
HOEY 2=V ERTHEE. Apache Mahout DIl % GitHub 225 AT LTENM FT 5 &
LWVTL 9. BT CentOS 74 BBEIZBWT, 78X —H—N—RHTA »¥—% v b
I27 7+ A2 L. Apache Mahout ®IHDO AT, ENF, £ ¥ Z b=V%1T5 FIHTY,

1.7974T7 2 b/ — RTHEREDY —LEEA I M-I

# export http_proxy=http://proxy.your.site.com
# export https_proxy=http://proxy.your.site.com
# yum install -y epel-release

# yum groupinstall -y "Development Tools"

# yum install -y git

2 JavaHO7OY 1 NEHEY —JU [Apache Maven] &1 X h—Jb

# wget \
http://repos.fedorapeople.org/repos/dchen/apache-maven/\
epel-apache-maven.repo \

-0 /etc/yum.repos.d/epel-apache-maven.repo

# yum install -y apache-maven
# mvn -version

3. Apache Maven @ HTTP 7O % > —IZRI¢ 2IRIEEM & Apache Mahout DIRIBEH &

He
Fi

# su - koga

$ cat >> $HOME/.bash_profile << ’__EOF__’

export MAHOUT_HOME=$HOME/mahout

export PATH=$MAHOUT_HOME/bin:$MAHOUT_HOME/examples/bin:$PATH

export MAHOUT_LOCAL=""

export MAVEN_OPTS="-Dhttp.proxyHost=proxy.your.site.com -Dhttp.proxyPort=80

80 -Dhttps.proxyHost=proxy.your.site.com -Dhttps.proxyPort=8080"
EQF

4. Apache Mahout DR#R% git 37> FTAF L. Apache Maven D mvn I7 > RK&{EST
EF

$ cd SHOME/

$ . $HOME/.bash_profile

$ git clone https://github.com/apache/mahout
$ cd mahout
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@ 8-2 Apache Mahout DE{THI

$ mvn -DskipTests clean install

5. EJR& N Apache Mahout OFFHIRICHET % mahout 2 ~v > FOETEFER

$ which mahout
~/mahout/bin/mahout

8-2 Apache Mahout O3l

Z 2T, Mahout D5 EMREL A7 ANV 5 ) v VT ORBRELERTLHHE LT, 2200F 7
N7 LeFETLTHIL &) THERODF & LT Apache Mahout IZIE &N TWD,
Wikipedia ® F¥ 2 2 ¥ & 58T 27209 0 TVAZ ) T L&, BT 1 L7 v FRfEL LT
3, BEOLIAYF—a yERY EIFET,

8-2-1 Wikipedia FFa XY bDIE

Apache Mahout |Z## S M TW A BT v ¥ v % flio T, Wikipedia ® F¥ 2 2 >~ &5 L T
AET,

B YYTIWAIUT FOEEE

Wikipedia @ F¥ 2 2 ¥ &0 T A7 > FIVA 7)) 7+ [classify-wikipedia.sh] (X,
PERT curl 3% & K& fli-> T Wikipedia ® N¥ a2 A b2 ¥ y0—FLEJ, IO Wikipedia
DF¥=2AYFPOURLEZZEHLET,

$ cd $MAHOUT_HOME/examples/bin

$ cp -a classify-wikipedia.sh classify-wikipedia.sh.org
$ vi ./classify-wikipedia.sh

curl https://dumps.wikimedia.org/enwiki/latest/enwiki-latest-pages-articles10
.xm1-p2336425p3046511.bz2 -o ${WORK_DIR}/wikixml/enwiki-latest-pages-articles.x

ml.bz2
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% 8 & Mahout - #HFE (77 XHBEBAT rvrl) > Y)

S, —BEFALs U REIRLTBEE T,

$ rm -rf /tmp/mahout-work-wiki/

W RIFEHORE

WEBHAMALTBEEd, 70F v —H—N—RBHTA ¥ —F vy MIT 7L AT HEE
D41, http_proxy., B XU, https_proxy OREERAMA L THE ¥, /o, BEEH
[MAHOUT _HOME] b IEL{HESNTWA I 2R L 7,

$ printenv http_proxy
http://proxy.your.site.com:8080

$ printenv https_proxy
http://proxy.your.site.com:8080

$ printenv MAHOUT_HOME
/home/koga/apache-mahout-distribution-0.13.0

B Wikipedia F¥21 X b5

clasify-wikipedia.sh %ffi- T, Wikipedia ® F¥ 2 A ¥ FOGHHEITVE T, D clasify-wi
kipedia.sh A% V) 7 M, E&E5HEEHE & LT Wikipedia F¥ 2 A > %533 L ¥, clasify-w
ikipedia.sh A7V 7 P& FETTH L, LT LI, 125 3 FTORFEEFERSINE T,
1 % # R4 5 L, Complement Naive Bays (CBayes) &IFEN L F A — 7 XA X545 DL
o THWFEEIT SN T+, 4, Wikipedia F¥ 2 A2 ¥ MZDWT, 10 22EOEY % 77
FIHHE LTHHLE S 2B 2EIRT A&, FHEBE L LT, 2 0EOE% ([United States| &
[ United Kingdom]) %o T CBayes THMFHDPET SN F T, 3FLHEIRT L &, HMWMFEHET
HHET 27— O—K7 1 L7 PIHHIBRESNE T, 4013, 1 FE#ERL T4,

$ ./classify-wikipedia.sh

Discovered Hadoop v3.

Setting dfs command to /opt/hadoop-3.1.0/bin/hdfs dfs, dfs rm to /opt/hadoop-3.
0.0/bin/hdfs dfs -rm -r -skipTrash.
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@ 8-2 Apache Mahout MDEFT|

Please select a number to choose the corresponding task to run
1. CBayes (may require increased heap space on yarn)

2. BinaryCBayes

3. clean -- cleans up the work area in /tmp/mahout-work-wiki
Enter your choice :

LiZ6 {3 al, A FoRenEyd (H8-1)

Running on hadoop, using /opt/hadoop-3.0.0/bin/hadoop and HADOOP_CONF_DIR=/opt/hadoop-3.0.0/etc/hadoop

MAHOUT-JOB: /home/koga/mahout/examples/target/mahout-examples-0.13.1-SNAPSHOT- job. jar

18/03/10 07:50:58 WARN MahoutDriver: No testnb.props found on classpath, will use conmand-line arguments only

18/03/10 07:50:58 INFO Abstractlob: Command line arguments: {--endPhase=[2147483647], --input=[/tmp/mahout-work-wiki/testing]
--labelIndex=[/tmp/mahout-work-wiki/labelindex], --model=(/tmp/mahout-work-wiki/model], --output=[/tmp/mahout-work-wiki/out

putl, --overwrite=null, --runSequential=null, --startPhase=(0], --tempDir=[temp], --testComplementary=null}

18/03/10 07:50:59 INFO HadoopUtil: Deleting /tmp/mahout-work-wiki/output

18/03/10 07:51:05 INFO ZlibFactory: Successfully loaded & initialized mative-zlib library

18/03/10 07:51:05 INFO CodecPool: Got brand-new compressor [.deflate]

18/03/10 07:51:05 INFO CodecPool: Got brand-new decompressor [.deflate]

18/03/10 07:51:10 INFO TestNaiveBayesDriver: Complementary Results

Summary

Correctly Classified Instances : 2068 85.3135%
Incorrectly Classified Instances 356 14.6865%
Total Classified Instances : 2424

Confusion Matrix

<--Classified as
842

a b (- d e 1 q i ]

736 5 38 10 7 7 5 17 6 11 | a = australia
2 106 3 1 1 0 (o] 1 1 o | 115 b = austria
o] 0 9 0 1 0 [¢] 0 [e] o | 10 c = bahamas
5 4 19 474 2 7 2 10 8 7 | 538 d = canada

] 1 ] 0 28 2 0 4 ¢} o] | 35 e = colombia
[e] 1 [e] X o] 47 [¢] 0 [¢] 1 | 50 f = cuba

0 0 1 0 1 1 85 1 2 0 | o1 q = pakistan
(o] 4 o] 2 1 3 o] 11 [¢] e} | 21 h = panama

6 24 65 7 & 11 13 7 504 8 | 647 1 = united kingdom
1 1 [¢] 0 [¢] 5 ¢} 0 ¢} 68 | 75 ] = vietnam
Statistics

Kappa 0.7881

Accuracy 85.3135%

Reliability 76.9128%

Reliability (standard deviation) 0.2814

Weighted precision 0.9218

Weighted recall 0.8531

Weighted F1 score 0.8792

18/03/10 07:51:10 INFO MahoutDriver: Program took 12621 ms (Minutes: O.21036666666666667)
[koga@n0120 bin]$ []

8-1 Apache Mahout iZ & % Wikipedia K& 2 * > bOSEEER

8-1 DM RE AL &, BT — ¥ 2424 HICH L. IEL { FEE N7 — ¥ 572068 .
=7, BEo THEENIT— 3356 B O . IEM=E05853135 % THE I LHbh T, —
o, ST, HEEREOHIIIZRAEATY] (Confusion Matrix) 2SFIH SvE 3, REATHIIZ. 58
L7AEREATH () L LTELDZbDTY, GHHRT, EL AHSNA DL -ThH
HENAbDOF T LOHDIHHENLERTT,

K 8-1 Tk, REAMGHNFERENTHE T, 0877 T 2FKL, WIHELIERO T T
i ahTwiEd, ELPSA T ONAHRLEOEFEHROBEZ L TBY) ., LS
BLTWAEIE, REROFERLET,
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% 8 E Mahout - #IBFE (77 XARREBAT 12U T)

Ll kT, Apache Hadoop 3 7 7 A ¥ — kT Apache Mahout I~ & % Wikipedia FF 2 X > b D478
ﬁi’(% % L7z

8-2-2 mahout OV FEEBTD

Complement Naive Bays (24X & F¥ 2 22 F D% F1T73 5 clasify-wikipedia.sh 2 7 1)
7 b, PIERT, Apache Mahout 2352t A mahout < ¥ Faffi-» TMAE 7> TV E T,
clasify-wikipedia.sh A7 J 7 F &F{r &, mahout I 7 ¥ FOEFTHEIN LI FTH, +7
YaryOERFTEREINTOWEYA, £2C, DFTIE, MEOHN & mahout I~ ¥ FOE
W% Bf A 72012, clasify-wikipedia.sh A 7 V) 7 b T4 912 Wikipedia F¥ 2 £ » M %4
By oFIHzMHMALE T,

N F—YOfRE

FF,UEMELT, 77947 b2 EOEERT 4 L7 PO 23RBS [WORK_DIR]
EVE¥ER 72 L7 M) [$WORK_DIR/wikixml| #1ERLL 3

$ export WORK_DIR=/tmp/mahout-work-wiki
$ rm -rf $WORK_DIR

$ mkdir -p $WORK_DIR/wikixzml

$ mkdir -p $WORK_DIR/wiki

RIZ, JEAEE A0 Wikipedia D FF 2 A 2 FE2 AT L, BHL T, 4 1.3GB @ XML EH{D
Wikpedia K& 2 4 > MZBHERET,

$ curl \

https://dumps.wikimedia.org/enwiki/latest/\
enviki-latest-pages-articles10.xml-p2336425p3046511.bz2 \
-o ${WORK_DIR}/wikixml/enwiki-latest-pages-articles.xml.bz2

$ cd ${WORK_DIR}/wikixml && bunzip2 enwiki-latest-pages-articles.xml.bz2

$ cd ${WORK_DIR}

$ 1s -1h wikixml/

total 1.3G

-rw-r--r-- 1 koga hadoop 1.3G Apr 18 15:09 enwiki-latest-pages-articles.xml

SHEEH &% 2 10 »EOEAEIN T 7 AV [country10.txt | ZEEM T4 L7 b
2¥—-LET,
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$ cp $MAHOUT_HOME/examples/bin/resources/country10.txt ${WORK_DIR}/country.txt
$ cat ${WORK_DIR}/country.txt

Australia

Austria

Bahamas

754 7FT ¥+ YO /tmp/mahout-work-wiki 71 L 7 b 1) LUFIZERE L 72 Wikipedia @ 7 —
% % HDFS @ /tmp/mahout-work-wiki 71 L' 7 P22 E—-LF¥,

$ printenv WORK_DIR
/tmp/mahout-work-wiki

$ hdfs dfs -rm -r ${WORK_DIR}
$ hdfs dfs -mkdir -p ${WORK_DIR}
$ hdfs dfs -put ${WORK_DIR}/wikixml ${WORK_DIR}/wikixml

PLEC, #8247 ) B v 3 L7

H F—-50%iR

FEWEZ mahout I ¥ ¥ K& {fio TR E 21TV E ¥, 7. mahout 2¥ ¥ NI [sequiki] %
fi5- L, Wikipedia ® F¥ 24>~ (XML 7 7 4 V) % Mahout "HLO i =4 v 27 7 4 LiC
L F¥, BHREEICHPH LMD, Hadoop 7 T A Y —OHBIZ L > TRELRERD T3,

$ printenv MAHOUT_HOME
/home/koga/apache-mahout-distribution-0.13.0

$ $MAHOUT_HOME/bin/mahout seqwiki \ -—[1]

-c ${WORK_DIR}/country.txt \ +[2]

-i ${WORK_DIR}/wikixml/enwiki-latest-pages-articles.xml \ «[3]
-0 ${WORK_DIR}/wikipediainput -[4]

av KOEAE .

[1]  Wikipedia ® XML %> 77 7 1 b % Mahout TBRYE S & — 4> X 7 7 1 JLIZTH
HFIY (HEER) FRENET 7 A LEEE

AN T 74 E% B Wikipedia D K% 2 £ > k(XML k)

S—H LA TP A NOREET 1LY MY (HDFS 1)

EHIZ, V= Y AT AN EGHBOAN 77 ANME LTFIHTES LI 10, N7 PR
WZEBRLES,
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% 8 & Mahout - #HFE (77 XHBEBAT rvrl) > Y)

$ $MAHOUT_HOME/bin/mahout seq2sparse \ - [i]
-i ${WORK_DIR}/wikipediainput \ -[2]

-o ${WORK_DIR}/wikipediaVecs \ «[3]

-wt tfidf \ [4]

-lnorm -nv \ <[5]

-ow \ ~[6]

-ng 2 +

aw > KO :

[ v—#rrzorrra~s rulkicshi

AT FANELBY—F 2R 77 A LDREET« L7 b1 (HDFS )

~Y MBRDT — 2 DRIFET 1 L7 b (HDFS k)

EHEICHST 2EAHIOAE (TF-IDF (Term Frequency, Inverse Document Frequency)) % #8%E T
HASNBAY L% log TESIET

[6] whFcLo Ui~y bABRDF—4 & LE 2R

NTSLDAEE 2EIBET 5 CERLAYREZ 2XFTHE (N1 7T L), 3EEET DL 3NFTHE)

i TF-IDFOTFE, F¥a X2 bAICIRN ZBEOHREETH Y | SBHOBEEBR EEEEI TV
EFHEIL £, IDF I, ZOHEF WS DDRFF 1A MRICHRT 20 ERL. Z<DOFF1 X
MOHRTIHER. EEENMEVEFELET,

H>—505%E
N7 PVEROF— 5 2IHHOF -y EFAFHOF -7 I2GE LT,

$ $MAHOUT_HOME/bin/mahout split \ «[i]

-i ${WORK_DIR}/wikipediaVecs/tfidf-vectors/ \ ~[2]
—-trainingOutput ${WORK_DIR}/training \ - [3]
—testOutput ${WORK_DIR}/testing \ «[4]

-rp 20 \ ~[§]

-ow \ ~[6]

-seq \ +[7]

-xm sequential «[8]

av > KOFAE :

[l ~7 b ABROF—2 20MAF—2 E7 X AT —2ICHE
ANEBBRY MABROF— 2 HREEATWEF 1L b (HDFS k)
AT — 4 ORIEET 1 L7 b1 (HDFS k)
FAMAF—2OEEETF L7 MY (HDFS k)

MapReduce IZ £ 23 ABIEDBICF X MAF -2 & LTI A LISRIRENE T A FLOEE (S—+> 1)
[6] #E£o7 Ly by% LB
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ANF— 2B Y=L RT 7 ANDEE ey M T3
EITHEDEIR (sequential > mapreduce %:E4R)

H 5 ILOER
I T — % F o TEFLEERL 1,

$ $MAHOUT_HOME/bin/mahout trainnb \ «[1]
-i ${WORK_DIR}/training \ +[2]

-0 ${WORK_DIR}/model \ ~[3]

-1i ${WORK_DIR}/labelindex \ -[4]

-ow \ +[5]

-c ”E

a7 KO

FA1 =T XL BETFNDOMER
ADtEZHERT—2DT 1 L7 ~Y (HDFS k)
EREhB2ETNOREELET 1 L7 ) (HDFS L)
FINNA LTy I RERETEHF 1 LT b (HDFS k)
REXEDT L7 b % LEERE

CBayes % 7|/

[=] (@ =] [=] [] =]

H E5LOFA

P T — 2L VR ENEFVICTFA P F— 20— FL,
PEERLET,

$ $MAHOUT_HOME/bin/mahout testnb \ «[]
-i ${WORK_DIR}/testing \ «[2]

-m ${WORK_DIR}/model \ -[3]

-1 ${WORK_DIR}/labelindex \ «[4]

-ow \ <[5

-o ${WORK_DIR}/output \ -[6]

@ <&

a7 KOEHAF .

EFLDFR b

[2] AhersF2tBF—20F L2 YU (HDFS k)
FAMAERATBEFLHBMEATLBT+ L2 b1 (HDFS k)
SANALFy7ADF 4 LY kU (HDFS )

@ 8-2 Apache Mahout DE{THI

F¥ary  PGETES
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% 8 & Mahout - #HFE (77 XHBEBAT rvrl) > Y)

BHELEDT L7 b 5 LESRE
[6] h%mF<L % by (HDFS k)
CBayes #% #||f

XY, REATHIOME;RONE T,

8-2-3 BITOHLREDY A MLERTITSD

12, Apache Mahout 2L B LA X F—2a vy HEFTLTAE T, 40N, BT TOHMED
FA4MVEFRLIET,

B 5>—5DAF

AFETEF—FIE, zip 77 AIVTHEBENRTVDED, 2547 8/ — FIZERICzip 2~
YFEEA AN FETH,

# hostname
n0120. jpn.linux.hpe.com

# yum makecache fast && yum install -y unzip
— L= —koga 124V, zip EMES N OT— 5 AFL, MAELE T,

# su - koga
$ whoami
koga

$ wget http://files.grouplens.org/datasets/movielens/ml-100k.zip
$ unzip ml-100k.zip

Ty OMEEHERLE T,

$ cd ./ml-100k/
$ cat u.data

196 242 3 881250949
186 302 3 891717742
22 377 1 878887116

¥ 1 F—rolit, RKEIAVIRFEOV -y arEa—F 1 2 7% [Movielens] 7 551H]

374



@ 8-2 Apache Mahout DE{THI

u.data 77 A INVOHRFIE, A SEB D, BE D, i, ¥ 1 ARy TEFELTVWET, &
512, u.item 77 A NOHH 2R L F ¥,

$ cat u.item

1|Toy Story (1995)|01-Jan-1995| |http://us.imdb.com/M/title-exact?Toy%20StoryY
20(1995) [0]0. ..

2|GoldenEye (1995)|01-Jan-1995]| |http://us.imdb.com/M/title-exact?GoldenEye}20
(1995) l0l1]0...

3|Four Rooms (1995) |01-Jan-1995| |http://us.imdb.com/M/title-exact?Four%20Room
5%20(1995) 10. ..

u.item 7 7 A NVOHFEHIE, A SHELE ID, ¥ 4 b, Internet Movie Database (4 & % — % v
b —¥— . F—F =2, LT, IMDb) ® URL, Ml 7 T) ladELTWET,
B Hadoop 95 A5 —~DF— 5 DIEHM

u.data 7 7 A )& HDFS @ /user/koga 71 L7 M) IZKEMH L £ 4,

$ hdfs dfs -put u.data /user/koga/

B LIOXYF—=23avDRT

LaxyF—3 3y ®FETTHEC, HDES @ fuser/koga/temp 7 1 L 7 MU i3 iuid, Hilkk
LTBEE Y,

$ hdfs dfs -rm -R /user/koga/temp
Apache Mahout > CTL 2 XA 77— 3 Y &FTLET,

$ printenv MAHOUT_HOME
/home/koga/apache-mahout-distribution-0.13.0

$ which mahout
~/apache-mahout-distribution-0.13.0/bin/mahout

$ mahout recommenditembased \

375



% 8 & Mahout - #WFE (77 2A98EBRT a2 T)

--similarityClassname SIMILARITY_COOCCURRENCE \

—--input /user/koga/u.data \
—-output /user/koga/output01 \
--tempDir /user/koga/temp

Apache Mahout %% Hadoop @ YARN OfH#lAZFIH LT, LI Xy 7F—3 a X OMPZFELTL
F9, MIEMFRIE, Hadoop # 7 AY — D/ — FHRP /— FOCPU I T7THTELASNE T,

B BEROV—-Y

HDFS L@ /user/koga/output0l 74 L 7 b VIZER IR0 7 7 A VR ~Y—J L, 0—
HNDIFAT Y Ty LICHE—D7 7 1) [outputol.txt| & LTHAL TS,

$ pwd
/home/koga/ml-100k

$ hdfs dfs -getmerge /user/koga/output01 ./outputOi.txt

H BRERTHA2U T b recom.py Z{ER
FIZ, FEREELL TERT % recom.py B L £ 77,

vi recom.py
# —x- coding: utf-8 -*-
import sys
u, d, m, r = sys.argv[1:]
df = open(d); mid = []
for line in df:
if line.split("\t")[0] == u:
mid.append((line.split("\t") [1],line.split("\t")[2]))
df.close()
mf = open(m); mov = {}
for line in mf:
mov[line.split("[")[0]] = line.split("[|")[1:]
mf .close()
rf = open(r); rcmd = []
for line in rf:
if line.split("\t")[0] == u:
id_sc = line.split("\t") [1].strip("[1\n").split(",")
remd = [ id_sc.split(":") for id_sc in id_sc ]

376



@ 8-2 Apache Mahout @

break
rf.close()
print "====== BREOFE ======
for id, rt in mid:

= 22

for i in range(int(float(rt))):
R=R+’ #r ’
print "%s : ERfli: %s" % (mov[id] [0],R)
print;print "skkkkk B F G 8 BRE kkkorkk!
for id, sc in rcmd:
g = 2
for i in range(int(float(sc))):
S=S+’ ¢’
print "%s : HT T HE: %s" % (mov[id] [0],S)

B 1-Y-TEDBTITOREY 1 MLERT

B FRHO recom.py AZ VN 7T M EfioT, 2= —-TL 0BT T OMMES

176l

FMLEFRRL

A
$9 o recom.py (&, H15IEIZ, FRD ZHEL T, 40, DA 16 FEDOXR I RIZHE

P & A PV ERRLTAT T,

$ pwd
/home /koga/ml-100k

$ python ./recom.py 16 ./u.data ./u.item ./outputO1i.txt
====== P E ) 5F {fi ======

Desperado (1995) : FFffi: ¢

Kingpin (1996) : FPffi: i ¥k

While You Were Sleeping (1995) : #Fffi: +r+¥
Clueless (1995) : FRMfi: ¢ v

Strange Days (1995) : FPffi: v o % % 7%

kkkkkk B G G HBLE kkkkkk

Star Trek III: The Search for Spock (1984) : & T T ® E: ki
Citizen Kane (1941) : ST T HE: F H K &

Fried Green Tomatoes (1991) : &3 ¥ ® E: Yo

Gandhi (1982) : 7 ¢ H E: ¥ % ¥y

Batman Returns (1992) : & T T ® E: Yok %ok

ZEID 16 FONTHBTTOOMEY £ PV TET L,
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% 8 & Mahout - #HFE (77 XHBEBAT rvrl) > Y)

LT, Apache Hadoop 3 7 7 A # — EC, Apache Mahout %o 721 2 X » 7 — ¥ a » 7547
’C‘g Ed U7zs

8-3 F&Hb

A TIE, Apache Mahout |2 X % Wikipedia F¥ 2 A X FOGEEMBEOL I A 7— a3 L]
##LF L7zo Apache Mahout @ tar 7 — %1 7D examples/bin 7 4 L 7 I ) iZld, RETH
L7z PO B Y VA7) S REERTWET,

mahout 2 ¥ > Fid, BMFHICBIF A8 TS LfMEr Mt L 905, TR_RCEEHICANTH
ABLEZHY T A, T A L) T M2, Mahout DIERI VAR ENRTVETD
T, BELED FT05, ABICEBLZ L 912, mahout TV FET TR L, HROEBELR
Ho7ar7 7 KRB LBTRE L2 WHEEL P R{H ) FEA, 913, Mahout D tar
F—H A TIZEETNT VD examples/bin T4 L7 NV LUTFOH > FNAZ ) 7+ &4 Lo
L, RETHEALERN 2 TIEZ 3 L T, nahout v ¥ Faflio 72, — RS2 WE O
NEOPATHTLEE Y, E5I12, £HAHIUL, Hadoop 7 T AY —DT—Hh— /7 — Ktk
L. Mahout |2 & Z B QWA — V356 2 E MR LTATLE SV,
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Symbols

Jbash_profile -« -« ovvveiiiii 94
.Snapshot .................................. 196
feteffstab e« o ev i 96
A

Amazon BMIR < v se s smn sommmes s i 65
Ambari << 21
Analytics—as—a-Service - -« «- oo 65
Apache FIme -+« + v vevensnniininnnen. 342
Apache Hadoop -+« « -+ v +evreerenneniaieniss 19
Apache Hadoop 3+ -+ -vvvvvvvnniiennnnnnn 78
Apache HBase -« «cocooveeeininninininna, 307
ADPAChe HiVe - -+« vvvmeeeenineniaaenas 282
Apache Impala - -+« o oovvveie 209
Apache Mahout: - -+« vovveniiieeei 362
Apache Mesos «« -+« v veerereerniiinnen .. 218
Apache Pig- -« -«ovvvvvieenn 321
Apache Spatk <+ -« crrneeiiiiiiiii e 213
Apache Sqoop ............................. 332
ApplicationManager: - -« -+« oot 24
ApplicationMaster - - - - - - oo 28
AVEO=H0Q s+ = eorman s svs s s T S 358
Azure HDInsight -« cvvvvveeiviniiinnne, 66
B

beeling T Forornmmmnooemonnmonesnmmne 294
Bigdata—as—a-Service -« -« o voeeriiiiiiinn 65
BIgStep +iieis ol 5 oivma Ve N e e e s 67
BIOS JH comsosnss vewio Susises Sin 74

Cloudera Enterprise -« -+« ovvvvvrvvnnninnns 20
clush I Frvoesriiiniiiitonnissnnerisns 76
Chistarshellsisnili i dbih aiiintni it des sk 82
OOTE S e ] e v e A e 99
OB sy e e b oo S SR 59
CPITBERE < oo samasmnsimmon v wws s swsostns 45
D

DALAFTAME « « - - <<+« v e eeeee e 270
IFAT AN corevimimy s smsinmmesmsimpmsm s inanasmn oo rmgminy ssosenis 106
DataNode DBFZ ..o ooveiii 182

C]

DataNode DAL - ovvvveinenaann. 163
dbshell

£ o 13
env.sh:--evviii 127,301
| 53 1 P 322
(9, (8111 (0) SRR I I 217
F

FileServer- -« ««tververeienriiiiiiiannens 57
Flume «++ creevrieeniiiineniiinniniansonns 342
flume—conf.properties « - -« -« o coveveeeian 346
flume-env.sh .- - . 346
flume-ng I+ ~ Ko 357
Flume T—3 x ¥ b vivenniiinin. 357
G

Google Cloud Dataproc: « -« ««««cveereeioaeas 66
LY s s om0 A i 36
GraphX v eeveeeernniueiiiiiiiina, 214
[T R 122
H

Hadoop - -+ - vvemrevee e 12
Hadoop 1 s3swierevscssesyssmsvsiyisiy: ses 22
HadoopD v sswimins csvs v vis dumva i b 24
Hadoop T T R R R R SR 21

hadoop version 1% > -

Hadoop YARN -+ -« -+ ... .. 218
Hadoop-as-a-Service - - .. 65
HADOOP_HOME - - -+« o vvvviiiiiininy 04
Hadoop 7 7 A% — «vvveeiiiiiiiiiin. 21,74
hadoop 3% ~ F oscsnivs v Sivaidem e 138
Hadoop DFEET 7Aoo 99
Hadoop D/78—F 4 28 7 coveeniiinnnan. 76
Hadoop AR TG s s s 147
Hadoop T T 7 A WY AT L oo 15
HBASE - « -« v e v e e eeeeeeeaaee et 307
hbase shell I 2 Fevverinniiiiiinnnn., 316
hbase-site.Xml- -« ccvvoeeni 311
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HBase 7 7 A Y — covvvniineniiinnt, 308
HBage S/ b ovms nsisws i 307
HDFS - crvvnvvniavinnesniniiiiiiinie 15,27
hdfs dfsadmin 2= 2 F «ooovnniinnnnn. 146, 149
hdfs—site.xml -« ceevveneiiin 102,161,172
hdfs T Fevereion 145
HDFS OB /3T VR cveveinninenanannninas 165
HDES DR - -ovvvviaiininnsiiiiiainane 105
HDFS HF A L Z B oo 98, 157
5 ] ) S 21
Hist()ryServer .............................. 57
HiVE v e v vnneernnresnnrenraesensesnnesennns 282
hive-site.xml -« -« ovveiiiiis 291,302
HIVE s civveecimsinsnizsssomisisssssin i ssnsemmres s 282
HiveServer: - ceceereerincreininienioece, 283
HiveServer2:--..-coovveriiinivinniin, 283
hosts 7 7 Jsvvvnieaimmiesey enanne o 81,117
B o s amanammmemrssmmasms sy 20
|

IMpala: - e v eerevereneiiiiieii 20,299
impala-shell T2 F.ooveeniainn 299
123 I 49
J

TANA HOME s wnsmesvvamsvan soamn 285
Java DA VR b=l vvsvinivniinsrnninnsan 220
Java S B i i st e 92
S EIEIEY o s ottt s a o T s EoEa TGN 47
JobTracker -« -« -vvvveroeniiii 22
JpS AT Y R oo 144
L

TR s e i S S R s 44
LIBS NN s suoceisiussrs siscaire ssisamsvacsosiasion a s usaso araiatios 274
logger I~ Flos smimsmarsnmnnnsmaeimmans 348
M

MAAS « + « v v v eeee e 70
IV TG s i s e St s e b B R S misa b 362
ffiahiaut S59e o sesapvaaiananm pieaaigi 365
Mapper -« -« v vereee 29
MapRBil s svwsnevinvma s s 54,113,120
MapR CDP: -« cvvvrruirenuiiiiiiiiniianns 20
MapR Control System -« -« covvvneenianne. 203
MapR=DB - -« v v v v 54,318
MAPR=ES cirvsie e sims smmsmnss waioonis i 20
MapR-FS JHD T4 A 7 oo, 59
mapred-site.Xml: «c-ccveveiiiiiiiieia 103
MapReduce - -+« v 22,299
MapReduce o R . T 323

mapred T e B s e R R, 145
MapR 77 G AT ¥ b ceveeviiiiiiiiii 138
MapR 7 T A& — . vvvviiniiiiiiiii, 186
MapR =il 51 G TR 203
Map LB .o 22
MEP e ettt e 55
Mesosphere DC/OS «+« v v vvvvevveneninienns 69
MetaStore -« «« v vvveveeeii 282
MILITD s s e e s O G e P o 214
MLSA T T4 7o 270
mysql_secure_installation I > N....oonnt 288
N

NaENOAE - =« == v wmwmrmmmmae o pe v weine 106
NES .. .. ..57
NFS #— 73— 186
NM#—EX. .29
3 N = 28
NOAEMANAET « +« « «+« «vv v vennesieannens 24,57
NodeManager DR - - -t 186
P

PEHbACONE - -+ v vveenneeiiiiiiiriiaas 336
pgrep I X ¥ Foeeiiiiiiiiiin 144
Pig e ovoevnnnssosunnneionnneimunsniiseess 321
PigLatin: «««oevrveevvriiineiiiiian, 322
Pig IT ¥ Feoeoiiiii 326
postgresgl.conf « -« vvvieiiiiiiiiinna 335
s | G e 336
R

RAID I PO —F— oiiiiiiiiiiieanns 75
RDD i e e S S 270
R dlicar st o s o N I W T 22
Reduce LH - nasunnams s isssamm 2
ResourceManager- -+« -+« oveveiaieaia 24,56
RIS commommsmummmsnusspresaususmsas 28
rsys]{)g .................................... 345
rsyslog_conf ............................... 345
S

Scald Szer o iR e R 227
Scala T F T B veivvviviiiiiviiiiivas 235
sohemaT oo s esimsan s se e b 293
slave F' P A Wos cwvwinsmriwimsos vaiwmsnimmes 222




Spark Streaming-« -« ccoceviiaiiiie 214,249
spark-defaults.conf - - - oo oriniciiiiiiln 240
spark-env.sh < -« ooovviiiiiiiiiinn 223
spark=shell T 2 F oevnnenininais 227
spark-submit T ¥ F oo 229
SparkR -« +vvvreririririiiiiiiiiiis 214,266
Spark 77 T A — i 216,219
Spark A% ¥ N7 2 e 242
Spark T — A —H—EA ... 243
BQOOP « + v wsssus snssuninsas swsn s 332
$QOOP T ¥ Fovvviiiiiiiiii, 332
SSH R - oo viasvmnimsm v m o e 81,117
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start=master.sh « -« oo 224
start-slave.sh

Sys.eXit TV F v 228
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T
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