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A WFH|TITD T LIRELTREt SR TLE T,

FA =TIV VTREEARLEPHIBL Lo 2 BMALEEZZTVET, ThiC
GPU TOEHEAHANTVR R EVWSHRP S, (AROFBERRRVETHN) T4 —TF7—=>
T ONEEEEIT 510K EREINDEEDICAVE L U—ALDPCIKF 1 —FF—
S B EOREHBETICEL 7 GPU MBS NTL A I L RET VLD, 757 K
FYTVIRCHBHYE— b LD GPUBERShIzv YV 2ERLET. ABTH GPU %2f#
ALt REOBEELOF BN LET.

ZhUAMC B FETIE. Google #A3F L T\W5 TPU (Tensor Processing Unit) &5,
GPU &0 b T4 =7 F—=V /THASNBHBICRHE L HERBELBH LTV E T, &
72\ FPGA (Field-Programmable Gate Array) &FHEN D, BEHE SR % HRE TS 2 HEM
ERICBEEPRE > TV ET . FPGA TRBEAFEICEEZBIBOMRERETE D720,
FA4—TI—= Y VOEBEFICHFES N TPU L0, SSHHRISHHICHETES
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%1 8 ATHEE - BIEE - 7« —F5—=v7

THEMESHDET. PLY FELT, WANRREZTSWARES, S, T —T7—=>7
T IR LI EHAERBAL EAEABDED > TVEDITT. 20O FPGA OERLITIE,
Microsoft #:% & U & 2 BEPHAMBAEb > TVE T, GPU TOFHICENTE M
12 ROAT Y 7E LT TPU R FPGA D’H 570, HATBEEL 2D,

FXL—F1 T2 AF L (0OS)

Windows % macOS &\ o7z OS GEEEE (N—FF+ 27 %E) REDP YD
ELTHBY, 20 0S ZFHRELTY T bz 7HRRSNTOET, Y7 b7 27 2MFETS
BT, & OS KL ZRHUEDBLERHMT 5 L3P RVTLED. THA—TF—=V7
EEDIHMMER 2 EKT 2 OOREREOFIESRL S I EH, F—LATOMFEO#LICR
BIERBHVET, ThZID 0S N—Y 3 YAl &, BEMROBERELHATEZVE
ENEEHBHDTT,

oy BBHICT 4 =T F—= V7 & F> TV TR, Linix > &ickE T,
Windows 3B TH V. macOS & Apple REDATLAHEATERZVE VS BBEICH LT,
Linux BEHETHATES 0S 2D T, $—N—TIHEASATVLE T, OS BFIX Linux
CRBESNETA. BENICEZO OS KRBELZT7 SV r—y a v &laabelT1 A
Ea—varvz@ugd. REMAT+ A MY Ea—23 > & LT, Debian & RedHat 7%
V&F, 7272, Debian % RedHat D574 A U ta—yayaERALTLSZAED %L,
Debian %> 5 & 5 I2¥k4 L7z Ubuntu ® RedHat % 5¥%4E L7z CentOS % HHT 5 Z & A5 —fik
HTT. $IC. T4 —75—=2 7ORMFETIX Ubuntu 2R—Z&E LTVBBINZVI0H, F—
LBETHOASER LTS LV 2HRIA LT HIE, Ubuntu %21E5 & & 2 A TIRHERE
UE 9., ZAMICIE CLI (Command Line Interface) &MIEN2E5ICav Y RTIyr0
RIEZITWV, ¥V A% {572 GUI (Graphical User Interface) TW&d Y £8 A, Windows
macOS Tlk GULIC K 2 EFNEA LD TRIIZEN L VAL LEEAN, BAA-2I L%
LadhiE, 774 VOERPHIR, 77V —>a>y0A4 YA M= VIZETTOT, {ELZA
SEhTVISTLED.

REBILIRE

TYVICEST OS HRL DI ETHABEZHK—TE Y, ThZho OS TOREHEDNTF
IEABERL TERT BB HE, —HHTT. &y ¥—/S—b 1 BRI THL 100 BULE
WO T ELEBTRBESNA 0, TORGIMREBEAFEETIT) S L ORRNTEHD &
Hho

T2 T REMERBLIFENBHIFERIAL T, £0 08 THR L& S ICHRBHEF T,
HULBRBEMEICERTES LS TRLET. ERBEERT 57200V 7 b7
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1.5 F4—FS—ZVIBIORIHE

BWLOPBDETH, ZORTT 1 =75V FHEETS LCHERBARDH DD
Docker T3 o Docker D% Hits Z &1k V. Windows * macOS + Linux ZfH 3, F—0H
BCHREPTEET, o, MELLREZMBICEATE S0, F—L0MAPPRE LR
FHE, D NIZES U TREMELITOBDENH D S A. AETHPPH L WIRBIHIUCH
LT, #MEEAOBREE% Docker K&K > THALTVLETOT, HEDE S AREHICHERT
RS

https://hub.docker.com/r/kikagaku/pytorch-topgear

ARA=VEAFLHE, docker run 7> KT docker run -it -p 8888:8888 kikagak
u/pytorch-topgear &%479 % & localhost @ 8888 X — kT Jupyter Notebook IZ7 7 & &
T&EEY. /SA7—F [kikagakul TOZA > § 5L, KEOY > TN EFETT 5 ENARET
Fo FMIE LROYA P EITEI LSV,

R 0SS ZIPRTES LIEWH OO, EBITIERHZ OS ETEET 20 TIERL, BEX
1& Linux T3 12 Ubuntu 2 &®7z Debian £ OS 2 RX—RIZ LTV S HAHZ VLD, Z
DETH Linux DRMEICENTBL ZLIZEAY w b2 BV £, Docker IZDOWTIEAFTZ
DEELZEVHTSBNT 2720, T4 =T 57—V FO—HEOFNIBNATELEITROAT v
TELTEATLES L,

TOYSIVIERE

KHEEITORICHARPER L V- 250 (BRSEH) oMESHS L1, fcHLTS
Br7 IV TERITIBICE. E0TusI IV EREMBRAT P2 RO ZBENHVET. &
LI T 0T T IV VR EMABPADETHRAT ABENH D E T, HEOEIANK
TS Web 77V r— a v ORZE%ZES ZEHSBRESELHNE, %@ﬁ;‘kiﬁé
T—IR—ALDRVMY LTI ENRRBEFELHVET. ©55A. T—IRITHFR
BAEGHELHVET.

T— SN OREAEEL LTI, Python ® R, MIZEHBETIE MATLAB & W - 28N R
£HTY. CNHORLHEREZRHRE L 70rT IV /SR, BRNICEEAGDET, &
1 OZBRUTHEVET,

F—LDAIN—PERA LTV EHELBIRT NG| SMEPELOT, ZOSHEEBRT
BEWTLEde BL. ZOLDS 2HRNPRVRATIREDEH EZRNIIVTL 20

9. ERPERD LV FUEEAH D T . Python ¥ R IZEKTI A, MATLAB l;ﬁﬂ
TY, FWRZERE LT, KICPython PR AT, E556FBRLEIVTLEID, SHEOR
THEVHEDH, ZOEFEIMOKIIAZTARTIL— LT~V OBETHRD S L 2EEHIR
HERLET, MANRHRELT, T4 —75—=0 ZH%Z1T5 & Z1213 Python 2{EA LT
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%1 8 ATHEE - BIEE - 7« —F5—=v7

VB ENBVERLET, ZOEHELT, T =TIV TR 1 »oMBLETFBOTRE
<V EEPHBMAMER LI 7 L— L7 =7 LIFIEN B HM A 2 > THD 2 EA—RITTH
ZFDTF A4 =T 5==v T T V=0T =T DR¥EH, Python AIFIESNTVWEDTT ., D7z
», AFBTH Python ZHRALTVET,

F7z. Python 2RAT 20, T4 —TF—=rrTEbhTwaEws Z &S
by B 1 OEHABVET . RIET—FFIMIRL L2 SFETI A, Python &7 — ¥ @i D
1E5 Web 7 /) r—2 a VORECHETITVET, T0o, I LIiEREZ Web 771
r=alREDYATLMBRAG I EOEGTT . D SMABAARET 1 DDEETITD
ZENTENE, HABZEMDRITHEBEVSI A Y M ABVET,

Ny =

Python Tl fiD ADMERR L 72/8y r—J LIENS 7075 L% LT, MEOHES 1
FBZENTEETH !, F—BiTHEZ RSy —Y £ LTI NumPy, Pandas, Matplotlib
BRENHVET, Web 77— 3> Tl Flask % Django &V 272/ r—IDEHKTT .

F4 =75 == 7 TIEAEFTHD PyTorch % TensorFlow, Chainer % EAHHZ T, &
NSREZENEINOREND D ETH, MEDHLIE PyTorch TEPNTVE I ENEL, EH
T3 Tensorflow %2 DIRED Keras BMEDNT NS I ENZVHIRTT, b55AZOMIC,
PyTorch ZEBITHES T &b K< H VT L. MREDHIA TensorFlow THIMNTNEHZ &
bHVET.

*1  PyTorch ZEDF 1 —F 5= 7EFObOR. BBy F—ITRELTL—L7—7 EENTOET A, ZOBL
EHMTH LML MRBRTIZ Sy r—YET L— AT —ZEREEDS VLD, FRRTIEAI L2 THRES
VEtho bUNBRENQICE ST THHORIE] #%—7— KR Ed.
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B28 —2-5M%vbI—90
B

ABTE TA—TF—VIDERERD =2 -2y NT—JOFILT) XLIKED
WTBALET. T« —TF7—ZVJORIBIE= 21— TRy NT—0TETH. BEPER
BEVD ARV ICEIRED R Y NI — I OFEEF>TWEY . Thh S8
TRBOYERFHICUIBETEIELFBTERIORTIRAEINTVEY T B0,
BEAWGRZ 21— xy ND—7 ER3YYRFTTHRLET.

2.1 Za—=FNWxy FI—VDHE

Za—=FNFy bT—RERPIAE Vo LB H D FEBOT VT AL TT . BEEFI
RREARL ELMBERERIED D EEAN, MAFRAMEEZ O BF TV ZETE D FRE
Fy MT— I EEOBFEAREIILTVET, T — 75—V FURIOBEET 7 L) X4
TRBVIC Ao ZEBFPERTHEE Vo LHEBRTORES LA > T2, COBETT.
% TRT 52 & THEZ LEFICOAATELD, BILEFICHRATELZVT 0T, #
WEHOLFFTRIHLET,

ZNTR, =2a—F WAy FT—7OMEEZRTVEELE S RR—VORDELSIT, 5
BHEE LT, BIA Y ERTA YV ENPETHEOI By —A%EXET,

Za—=FNhFY bI—TR/ - FEOREGDELBEROMEICA>TVLET. £/ — FH
EIRTORVTVE D, COWMEZLEBEBEFVET. ANBTRE. ANEROKLEY
J—FZ2HELET. N 7TAHOELART 3200 —KTT. HABIAELLATITIO
B2 ) —RERABLET. RR—VORTR 2HEOHE RO T, HAZEROHS 2HIck->T
WET, FRBIIANEREREONIETER L, KOS HOIARICRS &> &iEEE
55 &SI LET,
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Y1
=N

Y2

KTV

INAT RIE

ANE i@ HAE
(PBEhLFE)

Za=FLERy bNT=U TR BERTUTFIVIEEISBIC2ETL £y hELTHL
E9. NSRBIV I TEOREEFELTERALIET, HlLIY FT—7ICBLTS
HWMSERICEDET.

BANLAREFIEICAPSBALTOEETS, RR-—YORDO LS IZx = [3, 14, 0.2]T
DANMEE G A% ERtED b, HADOFRIE y = [0.05, 0.95]" DK IfFS5NET, F
HHEOBHIE 1 LAV E T, DD, ATA Y THEIHEEN 5%, K71 ¥ THBHERN 95% &
Vol kI BFHEFToTVET. ZOEEDEIC, ROBMEROBORT A Y 2BRLET.

L7ei> T PERD 7 VT ) AL TIEHERDEZRDBEREZ>TED. ZOFBEICE-T
BoONEHICETVWTHELTVET,
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2.2 IREE

INAT RIB

ANE thigE HAE
(BEhE)

2.2 =%

BETRN L= —I %y b7 -7 QBN LAEORNZBN L ET. ANShizfEic
EOOWTPHEEZHET BBRCIEAMICEZ ZHRSE TV 2o, IBEBENUES, —a—T
LAy b T =7 OEEEEZ BDHAICTIE. RR—VOEDELSIC2ET 1ty b TEXS LR
LE Ll wRbid, BHENSTATT, u® hBHLLBHBLTOETA, ZhZhostE
ZITOBRER EIHRTERE N SN LET .
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1 = ho1
wiy
-
W12
Ty = hoz
w31
3 = ho3

@000

iz
WEEBRTRES EANBROBEEEZITOE T, LA > T BEERBOE R vy, &
ugy RARO LS ICEHEENE T,
w11 = wirhor + wizhez + wizhes + by
u12 = warho1 + wazhoz + washes + be
ZoRUE. ANRY BV hoe BHITHI Wiy S T ARY Ml by BEUHA w, %
ho1

hy = | Ao

hos

Wi Wiz w13}

W21 W22 W23

EREHET N
hot
U11 {wn Wiz U'lsjl [51]
= hoa | +
Ll'j W21 W2 W23 by
3
u; = Wyghp + by
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2.2 IREE

EFTFIERT P VERVIER T - &0 EFEHDHIENTEE LI

FEARECIR

TROEIRY &5 12, WHERTIABAMS R MRE 2 HOBE0H, TOMIKEE
FRTEET, —H, FHOHIRT &1, ABAMASIEREEBEEROBEIIE. 2OM
FEESELHABIENTEE A,

R FEARAZ

ZITZa—FNh%y bFT—7 TR FRBICBL TRBERRICR W ORREAREEL. B%
HAERTHESND =2 =TV Ay b7 =2k LTHIFRBEER DI ENTEL LS IC
LTWVEY. ZOFMERRETIBEBOI L2, =2 —F V% v b7 —27 OXHRTIEMALE
BEWUET,

MIPEBOECTRVAICRE> T HAZED T T, MEERZIT >R vy, w2 DENE
AUTTEHALBIS o 2V TIHRBERREITV, TORRE by, h, EBEET. DFD,

iy = a(un)
iy = a(ur2)

T TNHIBEMBELIFIEN, 5 1 @IV TLEE5IE ROBIESNBANOMEE
2D ET. FEEABEBICIEWL SLOMEANH D T4, I TRRRNLIEEEBEMRN LT
WEEJ,
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OSAT4 v I T NE#

Bb EHSNTUAERERES 26 FRICRIOS RT 1 v 7 T4 KEK (LT,
SUEANEE) TF. COBEMEEAIERECHVSNTEE Lz, ANEu KETLT,
0~1 ORICEEERLET. BEOHASDbPHEBY, BRTERTEIEVLED BHWETH
B, AHAMOESEEZ —HTIIBX A ENSTEET,

h=a(u)
. 1
T 1+ exp(—u)
0.5,

Lo LB, BOBHPZV=a—F L3y bT—7 TR, ¥7EA FEBISEELBESE LT
BEAERVONE A, TOEHD 1 D&, Y71 FEAREZEELEBICRAT S &, A
HEREVIBRICE > TEEPET L2 RHRMEDPRELP T BBLDTT. S 71—
TI—=Y D& B EED THMAMEZ R BB VTS FERTRS £ <0
IETERVIENZVEVSEEORBTHV S A, COMBEOHMEAZORZ THML
3R

Rel U Bk

COREEEBET 372010, RIETRRR—YD AT &S BEREHRREH (ReLU :
rectified linear unit) AL <AHVSNTVE T, Dk, RelU BIBEMUEY. —RT 54
TEABEBICER L2 LhEEAN, ZREOBAERERTCRFTNEHERETT. 20,
y=wz+b TERTEIRTNIIMETH D, ZTOHTE, BPTHEAED S ReLU BRI
LR ESAET.
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2.2 IREE

h = a(u)
= max(0, u)

max(0,u) &, 0 & u ZHBLTREREIOELZRTEKTT, I4b5, RelU BAAD
BOEDOBECEEAZ 0 T—ETHY ., ENEDBEBANEZTNERHNT B L0 S HEE
FoTLHIENDRPVET, Y7 EA FEETR, AN 0ol EREE, EAE
ABHROMEE (HE) WNELE2TVE, FHIE> T ZENRR—VORPSHRTE
NET. TR L. ReLU BB ANDEAFETHNIE, W HRES A>T TH, HE
(Jf) E—ETT. BT EAS FRARTHIEE 2> TWAARBERICH L TARICHE
To COLSFMIABORKICHILET .

Softmax %
Softmax FEIIEICHHOMBE THEMA SN 2 1EHLERTH 0
exp(u)
Y1 exp(tm)
TTo TITy M BEMBOED ) —FOKTHD. exp(’) EERMH e ZIEE LI EHERK
ZRLTVET,

Softmax BEHOBREFIZHE L RA22D UNEEAN, ZOBEEIHI SN BEOBN %
1E95IETT, Za—FN%y bT—VOBMETHALLLEBD, HHOBE, =2-F )
3y bNT—=IREHASNBZEROBHN 1 L20, ZTAZhOERIZ0~1 OMTHEZED
To ZhiE=a—FNW3xy b7—27BEROFETIER L FTHEORBKIC Softmax BI% % #AH L
TV37HTLR.

e xE u=[-1,1,2]" DEHAEIC Softmax B ZEA L THE L &£ 5o NumPy ZFH05
ERBICTEET,

a(u) =
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import numpy as np
u = np.array([-1, 1, 21)
# exp(WDZHENDEHE

exp_u = np.exp(u)
exp_u

array([0.36787944, 2.71828183, 7.3890561 1)

IIEbRBEBY. ANSNABEFAOBAICL, EHEHORE L EOHICERTE
TVET. BRIRNTOMOBMTE ST, 8% 1 ICHBTEET.

# #670

exp_u.sum()

10.475217368561138

# Sof tmaxBa%KEA# DfE
a = exp_u / exp_u.sum()
a

array([0.03511903, 0.25949646, 0.705384511)

# Sof tmaxBA%E A DEDKEF

a.sun()

1.0
SHICB LT Softmax BEIISAH T AN T, RATHBEEL &I,

BIEFI TR ZFER
ZZETREATOHMAIZL . RENLZMBEEL LT ORML T &0, —EEKHLEK

ETED LS BHADORNIC R >TVREPEHRTHILILELE D ROBMDES IRy
PI—UDOAIMEEEAERELE Lo BB, EELBEICIE ReLU BBEMEALET. &
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2.2 IREE

CTIRHAEED 1 DOEBOMEREL LTVET,

z1 = ho1

3 = ho3

NATRE 1

PG THBALETA, S T=a—F 03y T —7 LEORFTOMICK & REVA
HYET. ORI OVTIE, https://www.kikagaku.ai/ O [HHZEE Q&R 2 BB L
TLES W,

Za—FNVFy b7—7 bEERITS BB ERBELT 5L 5I8TX—5THB w b
BRET S ENENT U BERBNTIENEERT 57010 BB E MY LTI 2R
W, ZOREN 0 EEBEIINTA—FERELTVET .

Z2—=FhFY FT=ZbRAULKIICEDNITEIVEIICBUETA, KERBOAHD &
To ZOBBEEBRICREENTVE T, ReLU MBI max(-,-) OMBERH->THBY, 0
BHIEED KD ITHATREEOTL 58 ANSNBHEICE > TRRPRZ S0, HEA
NEOVREOBETEZOMIZITI ZENTELZVDOTT, LzA>T, BEERMIOLS I
HEZ 0T HEIB/ITA—F 2 EHERD S ENTEE A

ZFITy Z2=FLRY bT =V 2EBEVLDPDT LTI XATIE, /854 —2OHHHE
EICHLICREL. TILOBRAICHABL TV E0SHERED T, FMIXRETTHEM L
FTOT, SREVBAT/NT A —5 OFMMEH 2\ EEEAHE 540 EVSREO R TH
WEHA. 20D, SEOHEFICBVTS, NIRXA—YOMMEELRELTVET. N7
2 b OWMEEIR 0 EBRESNHOPLELDOT, TITHO0ELTVET,

ANELT x=[2,3,1T BEXBNTVAHLD. uyy & upa s

U =3x2+1x3+2x14+0=11
U =—-1x2-2x3-3x1+0=-11
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DESITRED ET o EHELBIRIL ReLU BIBITH B720, hyy & hyp 1
hi1 = max(0,u11) = max(0,11) = 11
Rz = max(0, uyy) = max(0, —11) = 0
ERDVET. ChHDEES LICTHRIE y 13
y=3x11+2x0+0=33

ERETEE L, =2 —FW%y b7V 2ERMELTHAL T A L XRBLIRX 2
ULNFEAR, KEOFHEIR LELHIBRETHRSN T2 20, SHREARIGIERICHE
THHEFDIVET.

21 = hot

D@
1

33

2o = hoa

—
=
N

x3 = hog

0000
Qe

=[:0]esE2d
Za—=INRy PV OERIE., BAFTETHNIE, BELWIRATICADETEEEE
ZENEKERATEET, 2T

o MREETEAVSNSFHY-RIRE (mean squared error)
° 27 FADONFMT LAV HNS_EXET Y bOE— (binary cross entropy)
o BV TAOHHEMBETIAVSNSXET Y AE— (cross entropy)

VS REMNZE 3 >OENBEKERNLET
B
FHFRE (mean squared error) 1, EREEZFAE L EEFICI <AV S NS BB
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2.2 IREE

TYo “RMBELLTVETH, ET -V HICBUZBEORME L B2 TR, ThE
F—TEH-> T, BEOPHHEZHELTVWSEFSRLZVET, RTHRT &, UToLS ik
DET,
N
Zf —yn)?
ZZTN WYY TIVEL v, tinf@ﬁ@r—yuﬁé:;—ﬁﬂzﬁ\v b7 =2 OHAE, t,
BnBEOF -T2 E LOERDOETT .
ZZT FTROES 2fl2EZTHEL LS.

_9 ~1L__0 ' @ ¢
2 4119 2

33 20

N
Z tn —yn)®

Q000
o)

L. BAIANxEGALEEDID=2—F N2y VT—VDHA yid, 33 Tl LT
DAACRIET 2HEMT— Mt =20 THHETHE, SRHBOY Y TUES 1 ZELT, F
HRBER

L= %(20—33)2 =169

LRHETEET,
ZEREIY MOE—

H7A4 Y ERTAYDOESICTESHEOBEICIE, ZEXZEI > POE— (binary cross
entropy) ZFAVET. ZERELY Fo—id

N
= talogyn + (1 —ta) log(1 - yy)
n=1

DESBERTT. BEHL, 1202 125X 50, FHIE y, & Softmax BEAEES N2 720
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0L 1DBTHEEZEDET,

tlogyn + (1 — t)log(l — yn) KEELTH DU FFTHEL & Do ZMEHRET Y b
uE—0f/MEEEEZEZ ETH, REKIC — PRVTVE O, COBEBREAMEEITVR
WIEHDRVET. t, =0 DEFITIE,

log(1 = ya)

ERD. Y, BOIGEVIEEEIAESBVET. ¢, =1 DEFITIR

log yn

EBD Y, B LIGEVIREENKRELRVET,

COWMRDEZER /R log WEHT HHRL LR, HRPHEMBLERE, JOEBIRE
Fo L BRTE 2 7 A0 FETRENBEHEE LToERELY baE—2FALTY
By ELHBETHES D FEA. MELHBRBOBZIINE TORELD LZDEENE
7. KRBT ELEICHBERO T LSV,

REIVOE—

FEIL bOE— (cross entropy) & £7 5 AOSHMEZBEZVEICKSAVWSNSE
HEMTHY, —ERETY POE—2IRLZHDTT,

FlELT K 75 AORFHEEEZEATHELED. HHAIATIxBEAGNEE, =2—F
LAy bI—2OHARIC K D) —FBHD. ThENHFZOAND kFEHOZ T RIIET
BHER

yk = p(y = k[x)
ERLTVWRELET, ThE AN BEASNLEVSRHDSET, PRIV 7 AEEKT
By Bk THHED RMEREXRTRMLERETT,
ZIT x BHIRT 57 T ADEMN
T

t=[t; t. ... tx
EVWSIRT FAVTERBNTVNBELET. 2720y CORT MU b (k= 1,2,..., K) DL
FThH12EUHF 1 THY . ZhESHE0THEELI BT MV THHELET, CNET >
Iy MY MVERUET .

ZLT, COLDORFEN L EB2TVRERE, TOBEROA YTy 7 ACHIELIz Y T A
HERTHHIEEBHRLET, &2t =1THIE 32HDIFTA BEVSIA VT Y
I RACKHIET BT TA) BERETHHENIDIFTT,

PEZAVT, REIY POE—-RBROLS ICERSNET,
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K
= > trlogys
k=1

ChiR 4P k=1,... K DSBEMRIIATHZ 120 k DEDOH 1 £=22DT, EfEY

FATHBHEI Bk TO logy, FMOHLT —1 ZHIFTLBDERLTT.
oy NEITRTOY U TV EERTHE, REIY O -1k

N K
L==3" tuklogyns
n=1k=1

ERDEY,

23 R

HEFTRNLZEBD, NIA—YDOEZ RO S EIFERIC L) PREZHETEET. &
OFRUEICH LT ANBEBZEFHATE, COREOMBLARINTVL 2P ZIBET 5 LN T
ZDHOT, COFRICESVT, KVRVWAIANTA—SZHFHBLTLELVERVWET., O
DEITE TR DRBLEEZTVEEL LD,

B#RROBEH K E 54V RE

HEFAFTERLCE S ICEDBDOTHNE, BREKE/ ST A —F THIY L THERY bLE
KO ZOHENRY PAABEART ML ELBESIT, BT A=FOERRONIEIVTL &
Do 722Uy BIBLIZEDIC, ST OMEFHDET. Thid. SEOENBEREZEET 2
HC ReLU B2 AT 2510, max(,-) PEEN TSI ETT. JOBBIRERICEE
ANTORVEEBOBEZRETE T A, DFD, 2F2REL THNEROMS 21TH>2 &
BTEERA. MAEITOZENTERTE, NIA-FORBILLTEEL LA

ZOESIT, TADPSBATEHTLTY XLTIR, EFALRENEROERMLEZTE2H0
D, NT A=Y DEELEEZ BT, ERICHEEZANTA5E THES DD R0 &S 2l
BER-O>TVEHDLHVET. ZTNTE. TOLIBHE, EQOXSITHAL LA E/8T X —
Y ORELEITAEE VDO TL &0
BEERETE

ZOBIEE ANTH2E THEIA DAL WG L 2> TV ABHEDMIED 1 D& LT, HE
BTAEVOIRBELT LT ZALAFHVET. COTVITVRLADEZHFEINETLRERS
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Tedd, BAICEELTBEET,
HEJFAH 2 ETR GERY PUAPEART MV ERDEDIBRNTA—F WAL TRDT

Woffedd, REEEITS / — b (TSRO TOESE) LTRER/IST A=Y 2RO B1E
ENEHETHHDOTUR, 2070, w = (XTX)'XTt KM LT, F—y 24U TEHTIy
Ea—¢ TEHETIE, —BOHHETREREEZRDZ LN TEE L,

—7 ARETHEE — b ETHET200OTRHVETA, TV —FICRTHEBRE S
BZHRTRUNTIA—FEROTVEET, AN THIRF L. BELRETETHHIEa—
S5 TEMATY LRRLED TV HETT,

ZNTIE BANATLVIT) ZLZBALTOEET. T RERZED DI, TROK

SHENEREELET,

5 :
5 :
Y :
5 :
S J
(Y :
S J
Y ’
s J

“ s
oo

s w

EREOBHEBIE ERO LS ICEN LA ZREBO LS aEREL>T0ARVWIE BV ET
A FTREROAEICHRT 5010 ERO &S 2 BEHMR RS2 EDET. o, 22T
FAEETIIVE2—F DB > TEZZEDPDRTLDOTTH, NTA—F wiH L
TEDES L EHMBOMEI R 2P E 572 b o> TR0, SRTHVTH 5 EHIMEH
DERBBOAZHZ E VWS ETATT. ZOEKIBE 7Y bHRVFTHOLZHS
BHHBEROEZRMET LSBT X =% w 2 RDBTEED EH A,

HEERETETIE, T Y5 A w OfZETRD, ZOENBBOELZHELET. CORDE
Zw® DX LM EDRFTEHSNIEFETERLE L & Do LEXRDETS w HFRE
TEHE ARETOLOOEMS LI (@) PHED LICFRUEZFETEET. ZOFH
fEEEtHETEE. BHBEH L OB SR TIIFHETEET.
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23 P&l

TYFLTRE LT A=Y DERDO T, BENEROESRMELZ LS LBV EEA
By AV 1—FITES>TRE > L BORR TV A > BN EEE DAL O OFEH L
VA1 DMABEVIERAHDE L, S6IT, HESRMLETA, =2 —FL%v hT—
I TRERTOMFIZTERV OO, BAENIENAS L max(-,-) ODFHEFTE 20T,
ZOECBIBAEERD DI ENTEET, COHFERBEL/NT S0, VEETIIT
BHHETEZHDTHHERTANTHEDEL 5.

ZLT, kRO &S ICiz &2, BROMEN3OKSITREZELET. COBROMEEH
REDE LA, ChETR XA 0] EVokE0ELIBALTUERATLE, 22T
BESICRENRZEVHEZBENLET. Thid, RO[ERD L7200 [JA] & [BE#R] %
Al (BROME) CEVROONBZETT .

T HAKDVTERET . 25 AIPkD w® »5BIBEER/MET 57011, +
HhE — AAEDOES S ZZBINTNEEINTL & 5. MOALZHZBHEROES DY > TV
BHEATHNEL. — HATHSILRBISATTN, AV a—FIlE->TRE-7=<bPD
FtA. ZIT, SEOEROBEZDOFSICEHLE T, HEINETHHEVI T LXK, + AN
DB L BNERES STk EAMER>TLE L, BHIT — HEICED 2 & BHEROMEI
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NELTEBZENHPITEBIRTTT . 22T WG LTHEROBS THRONLHSLES
EICEGRBREE LET,

HRPRE 726, WEEDL 5VBEHZITH> PO [BER] 2E2%7. HEHF3OHEL
HE2 1 OBEICAL LS REBHETIC, ZOHEOREBHRICKMSELLEELE
Fo HEASKREVEZRZENBEROBMEP 5BV EELTASIBHL, HEPhSnEER
ERBROB/MEIGEWEZEX NS B SELIDITTY . T0OLH, BEROMEENIDEE
& [BOHFMICBROME,? S 3BT 2] Lok &SICHRAEBHREZRELET.

772U FRICRT & 510, EBROMEOEICH U THROBEE SRS TESDICBH LT
ETLESZEbHVET. CNTREMEEPRNE RS LS RNTA=FITNHEL T Z
ENTEEEA. ZOMBICHLT 272010, FBRY p LIFEN2EREBHROEHLL LT
BALET, X IEHEHEEE p=05 L LBE, BHRES 05x3=150&d1/hsL
WHlShEd, BYEZERROBEIREREICL>TREZ D, ThPNICHAESVETT
M. COFEFFBOBACE>TNRT A=Y OEFIR L 2 OEBEICHATEE T,

L

| 3 [

5 3

., [SHO

e =i
e —————— w
5 W

0.5 x (~3) w®

BEROME 2 FE L TBBEROH LLSTA—yOfiz w® LU, E/220MICBELTHH
ARV, HEOEEZROET .
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23 P&l

CHEFELHEDIET Z&T BEABBP RN E &2 R TREMINICHEA 0 L b7,
EONPBONLOHEZRTLES., V21— THETAHRICIBEIC0 LRI LI
R HWTD, £ =107 DEIIHH/NESRfEE LTHRD 2 e ZAVT, HiZ<e LMK
TV EVDS KD ITHEN LT A L EZRDZDOP—MIYTT . Fio, ROBELOEEE 100 ED K
DICRDTBE, FIERMTENHZT o BBEALNRTA—FOEEZAVS LS, EATRE
KHVET,

w

wDp® O

ZZETHEARBETREOTVIT) ALDEZFTT . TOXIIT, &F%RBLTOMS 2T
STERTERLTH, NIA—FEETHRD 1225 IAREHETE HHEEHA LIS
A—F ORLT UTze TOEXSEWHET2ECOHE LR TEELBHT 0T, ¢
OBXTBEELLD,

AR TEERRE LTI LE T, /54— ¥ REBICIEROBEH S0, w D&
NRZIVTERTZELE LS. kFHORT A=Y wk) 2B T, BRBEROME L(wk)
ko, 2O L L(wW) DS RENET . WHAE L L) DX -
FTRU, COMICERREK p 2B TBET 2720, K BEEHDPS b+ 1 BHISTIA—S2E
oL, )

wlk+D) = k) ,p%L(wm)
DESIRVET, &8, PHEw® BHrnE, COFBRBOZIENTERVD, D8
HET V7 LICROTVE Lz, DEZ w® =0 D& ICRDHIELHDVET,

BB OWS

R FHETIEE/ ST A =8 DEDSRD SNTVSHATHNE, ZORITET AR ERD
THATA—FEEH LT ZET, STA—FORBHFTEET, Za—F Ay FT—21
BUSAROBHERTOEEL LD, FTR ROHO XS ILE/T A= ITXFEHDIED
EJW
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x1 = ho1
Wiy

w21
W12

w13
w31
x3 = ho3

0SS
©

INATRIE 1

Q00O

CITEIDw & wy D2ODRICBIBHEZFHELE T AILEONRTA-FBERLCF
IRCARERD S ENTEET, ‘
9. BREBICHT 5wy OBE % ARDET. BB L » S5 EITD wiy &
TOMERTEELTBEE LD,
1 N
L= D (tn—vn)?

n=1
Yn = wihiy +wohiz +b
Ih&D, HEEREEAVD L.
oL _ oL ou,
wy  yn Owy
DESICENTNORITHIET 2WMANELD 3T B ENTEET . ThThOmS %= ERE
KoMz bHOEN ST &

oL 0
=—5 (ta—n)
n=1

yn N

2o,
ERDET. KEFTROIMEERAT S L

% = —%(20 —33) =26

g =t

LB BT RAH B AR OMEH

3



23 P&l

% =26 x 11 = 286
dwy

EnDET, FEEHE p = 0.001 DFE. ZOHEOERANT. BEHFHO w 1E.

wip =3 —0.01 x 286 = 2.714

EBDET,
WISy wy KELTHAZTVRET. 55 LEBHEAVTHASOIREZTS 0. BIM

HLAPSw, ETOREEELTBEET,

&

L=+ > (tn = yn)?

n=1

Yn = wihiy +wahi2 +0
hiy = a(un)

u11 = wirhoy + wizho + wizhos + by

&, HEHEZRAVDS L,

0L 0L Oy,
dwiy Oy Owiy
OL Oyn Ohyy

- Eahn owy
_ OL Oyn Ohy1 Oun
Oyn Oh1y Qury dwn
OL g clckir T B0, 2ABBMOTRORAIA

DESHETEET . -
Oyn

Wn

Ohyy
dhiy
duyy
Quiy
dwiy

EBDET, TITy ReLU % a(u) &

=w,

=d(un1)

= ho1

u u>0

a(u) = max(0,u) = {

0 u<0

THBID. TOHMEM o/ (u) &,

0 u<0

{1 u>0
a(u) =
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ERDET. ThED, FHEICEEZRATS L,
n
Ohny
Ohur _ 0y
Emial 1) =1
Ouyy
dwyy
PERONET, TITy wy BEHAONTA—YZHEALTWA I LICERLTLLZE R, T
NRTCDINT A=Y OEHEFAMIATONS 2D, wy PEHFHEINZETw, OBHBITbLEE
ho THED, 2EOEIREIZ.
oL
iy
EBVET, COMERAVT, EHRBONSTA—F1E

=3

=2

=26x3x1x2=156

wyp = 3 —0.001 x 156 = 2.844

ERDET.

BHSSICHES BDE. CORENS SR A>TV A A=V T, 272U, SEOFHE
THbPBEBD, HAIKEVLEZAPSFHELTVL &, BIITR> TWLIZDONT, T TICE
HET->TWT, HATEZ2EE SV E Lz, COBERZHATEINE, SERLHETE S
To TOXIIC, KEDHIET 2HE ZHH AL SEHL TV EHEREZHIHTEZET. 20
FHEGREEEEE LTHSNTOUE Y. FRIBOGERIEAMICEzEHsETOEELL
A 8T = OEH D701 BE R AEROFHAWHANCEEZZES €570, BEE SIS
NTVET,

24 FBOIX

DERPHET BHEE
TEHEILBIBUC DL T Iz BE. ¥ 7 B4 FEIBICRABRHRE LWORRPEE P T4
HEVHEENHD ., BEEHEVEDATORVERRE Uiz, ZOHHICOVTHSID L
LLRTWEE LD,
FTRY T EA FEBOBEEZEH L £, I TRELHFOARE LT,
{exp(az)}’ = aexp(az)

1\ 1
z)  a?
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D2DOEHAITBEELED, TNHEZEAVTY I EA FEROBIIE

da(u) 9 1
du ou (1 +exp(—u))

—-1x (—cxp(—u))

(1 +exp(—u)’”
)

(1+ exp(~u))2

B 1 « exp(—u)
T T+exp(—u) 1+ exp(—u)
_ 1 1+exp(—u)—1
T 1+exp(—u) 1+ exp(—u)

1 1
T 1+ emp(—u) x (l B 1+exp(7u)>
= a(u)(1 - a(u))
ERVET. BHERT /=y IPRBEERDE LA B3I, Y 7EA FEROBT IR a(u)
& (1—a(u) OREICLVRATE LS LTT,
1
a(v) = 1+ exp(—u)
d'(v) = a(u)(1 - a(u))

ST, COBBEBOEEZANERICELT IOy FLTHDE, RR—VDORD K H IR
E3

ZOROD L2 D, BEKEMERT 2 2 DO a(u) BV L — a(u) DEERFIZICTTy
FLZZBOT, FRTOREFEOHEBOMEL Y FT . FRTFOHEBOEAH S SH % &
21 ANDFERDPSEL B BICONTARDENS EALANS 2D, 0ITHHEL TV Z &
whirDEg,

BNRITA—YOEHBEERD I, A CHALLLSIT, ZONTA—FLNHEDTAN
TOBHOAREHIADEIRESH Y E Lic. TO& &, EHILBIRICY 71 FEIEKEA
VTV e, AREIBTRATS 0.25 LLWHEICLIADEHA. DFD, V7T FEKAS
Za—Fh3ty bT—IHICENS U, BNBEROARIES ESH 0B I TLEVRE
To ZHE BEAEATOTRVIEE, TORKTY 025 ICLAA SRV KD ZEA, &
DEUVHIEHLENBZEIR>TLEL, ANTEVEIHEA TV ARRREALA 015D
VTV TLEVET,
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au) 1-a(w)

1 1

Bz RTAHAELED. CNETEI[O=2—F L3y FT—Z2HLTHBELTLEL
W ABOBEREEZTHET. ThHE. —BANTEVREERO/INT A -5 DERIE. £
< & EMBHOAEZ 0.25 X 0.25 = 0.0625 L7z bDEVWH T LAV ET, EHA 1 DB
A BN, ERNICARINSRBEEVND ZENEIDIVET,

FA =TTV TR ABEVBESSIEL OBERAERZ 2TV Iy N T =N
BAuehEd. 259 2&, EHELBERE LTY 7T FEIBRER LI5S, BRNEROAE
PARCEVEREIFONT XA —aNEEFE2EEOS B BE>TLEVET. HFDITH/N
SHARLPED>TI B BHE, NIA—YOEFRIMILEAL 015 H720, EARICH
FIEEAIKRE AEICZ > TOTH. ANBISEVEBASFRE DT A—F BB LA BV ET.
DEDILED S B EALEAEDS B BB EVD T LIIAY, FEMTFbATHALEL
SWREICRBDITT, CAPREHETHY, REKHEY (HHEE28B25) —a—FL3y
b= DFEENEETH > 2 HERD 1 DO TL.

C ORI E LT, ReLU BIBARE S W& Lize ReLU BIBOAEIEHAT 1 THY ReLU
B 2ET C L THRMHRLEVIESDAVET ., BRO=2—F L%y bT—2IHT 5
PEHLABHRZEE L ZHFSTADEIICH>TVET,
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IINYFESR
EBER O RaliL 2% X 72 BRI 1E. BB & 5 I/ E 72 B 5 1 DO £ HiRIZLT
WE LA EBICETEO LS ICRHIC RS2 W Db BB REShET,

w

R oERE

ERpSbAZEBY, AEETEEZAVD L, OHEICX > TIRT 2BPREVET, Z
NZNORAIIC I & & ORFFRGERICIRT 2D TE 2L ARIGLEAELRELI- L EOR
R THDAREORERRE R DT A=Y ERDIZW ENDPDET, LIELESEFS, &
DR TR OB LRIFLVIRHREZRE, TXTOBBICK T B RIRA TR %Ko
2HBEBHVEEA, ZOD. RS BRVEFBERICHIOZBT 2 HBEEEZ S LICL
3

FTRTDF =5 ZAVTER LT & MHEICKELTH S | DORFRERICKHD 9
M EIPICT VY LRBEFREREH2 8T, BHRUMICH I 2B FohET, —a2—
FNERY FT—=2 Tk, FBIHEATH7 -5 2TRXTOY Y TLEAVBOTIEA L RR—
PORDE Y Y TND—E T YT LB L TANS I =Ny FEBERAT 2 0OHKE
T,
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F2EBE 2SRy hI—JDHE

R e

Sy gL
update )< 55 onLT
NEWTI—TT
»8

29
30

“P@

1IRyI=147L—>a> 1IRyI=1014F7L—>3>

SNy FERTE UTOFETIHZITVET.

AT —5 €y b o—RT YT LI N, (> 0) HOT—5 £HHHT 5

2. ZONHOT—F%2FLOT=2—F)%ky hT—=TICANIL. ZRERDOT—5ITHt
¥ 5ENEROEEHET 5

3. N, HOEHMEROMOTFEZE LS

4. ZOVHOEICHT 5E/57 A =5 DERERD S

5. ROLAEZES>TINTA—5 ZEHT S

—_

ERTIE 2EOY Y TVEN =30 T Ny FHA AN, =3 0FITT. ERICHHB LD
I Ny FH A RER—EOEHFICHW ST —5OY Y TVHTT .

ARENETIE. Ty 2AVINIA—Y %2 | EEHiTA2ETOI L2 1MTFL—2Ya>
(iteration) &FFUE T, Ny FERTEIMT -5y bOTF—y 2% 1| EOEHIC—KIC
Vs, 1 IRy I7=14FL—varehVEd, —H, LEx@F—Fty bz 106
DIN—=FIREUTIN—FZECEFH 1T I=Ny FEHOBHEE, 1 TRy Z=1041
FlL—varinEd,

CO&D i I=Ny FEE 2O DB RIS, BENRERETE (stocastic gradient
descent : SGD) LMFIEhE T, HEZL D=2 —F I3y b7 —7 ORi{bFiEEX. 2O SGD
ENR—RELIFHREL>TVET,

2



#3% PpyTorch (ERER)

RETR. T4 —T5—=2JT7L—LT—7Y PyTorch OEAM R MEZE> T,
PyTorrch Z{E> 7%y NI = OIS ED &S RAMETHREN TV HERICHBN
LET,

ARETHEAY S Docker 1 X—JIcldd 55 L PyTorch H4 V A h—ILENTUS
fed. BEEEOBBEHYFEA. HLEZAD PC I PyTorch &4 YA M—JL L7
HAIE. PyTorch AX~—2 (https://pytorch.org/) ® Quick Start I(CEHNTLSF
IBEBECA VAR LT EEL,

3.1 PyTorch O#E

PyTorch &1

PyTorch 34 =72V —=ADF 4 =7 5—=V 77 L —LT =TT, GitHub Y RY + 1
pytorch (https://github.com/pytorch/pytorch) THEFRICHESITTOATVWET, #—F>
V—2Y7 k717 (0SS, Open Source Software) 2D T, #TH PyTorch DI RTHI—
FERBZENTEET,

T4 =TT T TV —LT =&, ChETORTHALTE LI R=2—F LAy
b7 =2 OFE - I - Gl SICRE e —HEORERERITT S DD TV—LT =TT,
RICEROZ V=2 —F )y b7 —2% GPU 2 &2V TREEICHIIT X 2 & 5103 B HHE
EfAIbOERET ZENEL, PyTorch DEINICSSEEERT+—TF5—=V T 7L -4
T BRESHTVET,

D7 V—s7—2 EHBEL T, PyTorch BRFIEMAEOZEH THAIHEASN TS LS5
BBV ET HEMOEELT AL EEFITTESE VI HN PyTorch DR ELBATT .

PyTorch D#ff
PyTorch & A#FH THRHET 5 Docker 1 A —=JIZHEPLHA YA —LENTVEDT,
J)—=bT v 7 2ML LT TIC PyTorch DE Y 2 — L EZHEAACEFIE>TVET, RFIC

it



% 3 & PyTorch (E#R)

PyTorch # import LT PyTorch {5 ¥ffi% L% 9. Docker DELAIZDOWTI, 55 FE%E
ZHLTL LSV,

import torch

PyTorch ONN—2 3 » #HERBL £ 9,

torch.__version__

(oS i

EEDIERT

PyTorch /Xy r =V #EHT BB N—Y a YOEE R ETETFICELRO 2 WEE
(warnings) HRRENDZENDHVET BEONBZHOELTI— TR RV ENDLPD E
A HERRICT 2REH 27280, Jupyter Notebook ETHEEZIEFRRICHELTHZ
% L & 5, Jupyter Notebook DFWVHIZOWTIE, 5 EEBBLTLZE W,

import warnings

# BEDFERT
warnings. filterwarnings('ignore')

3.2 XY MI—UDEE

LHEEBOES

BECBLTH TS IVAATBNTY, @A (fully-connected layer) Tl 28T 1
Ty FELTHVET, T 3/ —FOANBE 2 ) —FOHABOHI2ERLTLEE
Lxdo

)



32 RYMI—TDER

1 = ho1

x2 = hp2

W12 ‘

23 = hos

£
N

import torch.nn as nn

J—FOEHF 3 HE 2D > % fc (fully-connected layer DBE) & LT UTFD LS T

SLEY.

-
E

fc = nn.Linear(3, 2)

CNRIZTTRT TYo nn.Linear &, EERINOBEHEE LV OEKTT .
ESLZYYI08EH (W) ENATZ (b) &y Faiciiftsntngd.

fc.weight

Parameter containing:
tensor([[-0.2076, 0.0534, 0.37741,
[ 0.4663, -0.1719, -0.562411, requires_grad=True)

fc.bias

a3



% 3 & PyTorch (E#R)

Parameter containing:
tensor([-0.2617, -0.1796], requires_grad=True)

INSDNTRA—% % Ri#E(LT 5 ETOWMMEE LTHERLET,

AHOT— NEEE L THREZRER

TITNTA—G (EHRSATR) OEF T L LIS B0, HTT 501
RRFEZ>TLED LOIMENFELET . ThTRE X SHOBDP OREM & HET 5
. EREAENT ERARES>TLES LAV ET,

2T, ABOY—FEEETBL LI HREMOET . CATAMOMS NHBEAEES
N, BREORRITEET,

EBCEBOY— FEEELTHEL £,

torch.manual_seed(1)

AMOY— FEEELIRT, EAEHRELTHET.

fc = nn.Linear(3, 2)

fe.weight

Parameter containing:
tensor([[ 0.2975, -0.2548, -0.1119],
[ 0.2710, -0.5435, 0.34621], requires_grad=True)

fc.bias

Parameter containing:
tensor([-0.1188, ©0.29371, requires_grad=True)

ZOEERUICGZ>TONIE, BBOY—FE2SEEETETVDIESDRPVET,
L3175
FEHETHB Lo, v OEZFFELTHEL £ 5. u OfEZRD 2 BEOMBEMBIZ torch.nn.

Linear @ call AV vy FELTEHESNTVET .
FHHORIC, PyTorch THFYT 57— BICOVWTHEZDARDETERLTLOT, MHERL

44



32 RYMI—TDER

TBEET, PyTorch (AT 2BE. LLRDO K S1C torch. tensor I2& Y PyTorch OEET
AT 27— yEICERLET,

# A RDBPyTorchDTensor \Zif
x = torch.tensor([[1, 2, 311)
X

tensor(L[1, 2, 311)

# BOHR
type ()

torch. Tensor

LRDO K S torch. Tensor LW SERSEREICZZDT, HATHBEEL LS, LAL, £
RHELAPFEELE T MEERIL nn.Linear D call XV v FELTEHR SN TS,
HTFO&LS ICEHETVET,

# WvEHR
u = fe(o

RuntimeError Traceback (most recent call last
<ipython-input-15-c771fe3ds5f7> in <module>
14 PR

-===> 2 u = fe(x)

RuntimeError: Expected object of scalar type Float but got scalar type Long for argument #2 'mat=>
1" in call to _th_addmm

L2l SCTCIT—HRELET. CORRBANEx DF—FEUCH Y T, torch.Ten
sor DIERTIELVOTEH, SSICHMAT—YROBESBEICZDET,

# BT — SEORER
x.dtype

45



% 3 & PyTorch (E#R)

torch.int64

COBRDEBY . ANME x DT —FBA intb4 ICk>TVET. THIZBHRELZ 64y
FTHSBRTT . ANEIERET 32 EY FETE2OPERRDT, ZOT—yRZEHL
9,

# float32(CZi
x = torch.tensor(L[1, 2, 311, dtype=torch.float32)
x

tensor(L[1., 2., 3.11)

# F—RBOER
x.dtype

torch.float32

CHTHE., MERROHAEZITNET,

u = fe(x)
u

tensor ([[-0.6667, ©.516411, grad_fn=<AddmmBackward>)
CZO&IIT, WHERRROMEERD S ENTEE LT,
ElZ55 7%

C CTIRTETE(LBI% & U T ReLU BB A $RA L 9. PyTorch TEFT B39 XT torc
h.nn.functions IKEENTVET, ThEF ELTHARSEL & Do

import torch.nn.functional as F

# ReLUBS%Y
h = F.relu(u)
h

46



32 RYMI—TDER

tensor ([[0.0000, ©.5164]], grad_fn=<ReluBackwarde>)

HROEBY, EOfEzZ0EE, AOEE 0 EH1T 5 ReLU MEAIELBEASh T
2TEHFDPVET,

gt
TRICRT LS BZ2—FN3y FT—T2ERLT, =1, 2, 3] IS B FHIEy 2Rk
THELED BEHDOY—FE 1 TEELET),

@
@ ©
o
20
@

fcl fc2

I—-FREUTDOEBYTY,

# BABOY— REEE
torch. manual_seed(1)

# ANEOES
x = torch.tensor ([[1, 2, 311, dtype=torch.float32)
X

tensor(L[1., 2., 3.11)

a7



% 3 & PyTorch (E#R)

# SRABOER
fcl = nn.Linear(3, 2)
fc2 = nn.Linear(2, 1)

# WY R
ul = fel(x)
ul

tensor ([[-0.6667, ©.5164]], grad_fn=<AddmmBackward>)

# IR RIR
h1 = F.relu(ul)

AR
y = fe2(h1)
¥

tensor([[0.151411, grad_fn=<AddmnBackward>)

RKEH

HAOTFRE y HRHETE 20T, HEBEKOEORD T, BEBMOFEIIXEEIE ¢ 4
MELZOT, SEIt=1&ELET. SEOMBREZERE LiHE, BARKRII RS
7% (MSE : mean squared error) ZFHWVWEd, £z, BIEEO T -y RHBEUICHEL 2 ET
F=AHBOT, BRESETENTAUTOEIICHITHEEE LD,

o [EIF : float32
o S8 int64

# BiRE
t = torch.tensor([[11], dtype=torch.float32)
t

tensor(L[1.11)

48



# T FEE
loss = F.mse_loss(t, y)
loss

tensor(0.7201, grad_fn=<MeanBackwardo>)

ZD&HITHREME D PyTorch T torch.nn.functions(F) DHICER SN TVET.

INT—EOWNEEBTEE LA, PyTorch TRy b7 =27 NTOREEITIBRIC,
torch.nn (nn) ZfAWV2HE &, torch.nn. functional (F) 2V SHED 258D ORREA
HDE Lo ZOBVELUTOEBDTT,

o nn:/NTA—FEFHED

o FINTA—FERLAL

nn.Linear TER L7z 2MEAE I weight ® bias LWV L TF— I D SHBIRENNTA—%
ERoTVE L. 2RI LT, ReLU BIKP P R[22 ZEBONENTRTIX -5 %
FioTWEHA, PyTorch TR ZDEET P FDELSITHMENTVREPRE>TVST
B, COBROBEEZEFLTBE BLOBEES DL EXITRLP T AVET,

3.3 3

ZNn T, PyTorch TOIBEHEICH T 52— HORNZEBTE L IAT, T—F v b2 5
AONEFIRY P -V B SEHETOERNZ—HOTNERN LET. WETHENT
¥ % PyTorch Lightning 2 12 &, Chh SBATHHiNE L DERICEERTEETA A
Wowh e £ I3EM L TB, %0 E PyTorch Lightning TOXMBL BB TE T A HEiEz
LoAp0iEZTnEE LS. MU TOEBD T,

o Step 1: F—%¥+t v b2l
o Step2: v NIT—UEER
o Step 3: HREBKEER
o Step 4 : BBE{LFEZER
o Step5: %y h7—7%%H
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% 3 & PyTorch (E#R)

F—2ty MR

ZOFITIE, scikit-learn ICARSNTWVD, [7TYAO&RHM] 258 5 Iris &0 > RREICH
DAAE T, T HMME virginica (0). versicolor (1), setosa (2) @ 3FHT. A
EBELUTD 45TF,

ID ZH& A S
0 |sepa_length | A< HOES | float
sepa_width | #°< O | float
petal_length | BSOS | float
petal _width | TEU°5 D& float

w ||

scikit-learn Tl sklearn.datasets €Y 2 —LIZH > FUVADT -5ty MPBEICHES
NTVWET, TITRZED 1 DTH5 load_iris() ZAHAVET,

from sklearn.datasets import load_iris

# IrisT—& 1Y hOFEHAHR
x, t = load_iris(return_X_y=True)

# YA ADRR
x.shape, t.shape

(150, 4), (150,))

# BORER
type(x), type(t)

(numpy.ndarray, numpy.ndarray)

# F—SEORE
x.dtype, t.dtype

(dtype('float64'), dtype('int64'))
PyTorch Tl torch.Tensor FEXAIRETH D, FFOMBEL VS L HERLT, T—FE
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LHbETRBLET,

x = torch. tensor(x, dtype=torch.float32)
t = torch. tensor(t, dtype=torch.int64)

# BOWHR
type(x), type(t)

(torch.Tensor, torch.Tensor)

# F—ABORER
x.dtype, t.dtype

(torch.float32, torch.int64)

PyTorch Ti&, ZEHBICHERT ST —F x £t £ 1D20F 7V 27 b dataset ICEEHET .
TensorDataset Z{#fl L C dataset IZMLEL £ 50

from torch.utils.data import TensorDataset

# ANBEEEEEEEDHT, 1D20F TV T4 Natasetl Kk
dataset = TensorDataset(x, t)
dataset.

<torch.utils.data.dataset.TensorDataset at 0x129096160>

# BOHR
type(dataset)

torch.utils.data.dataset.TensorDataset

# (ANEH, BET—8) DLIICETLTHRINEMTVS
dataset[0]
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% 3 & PyTorch (E#R)

(tensor([5.1000, 3.5000, 1.4000, ©.2000]), tensor(9))

# BORER
type(dataset[0])

tuple

# 1YY TIBEDANE
dataset[@][0]

tensor([5.1000, 3.5000, 1.4000, 0.2000])

# 1YY TN BEOBEE
dataset[01[1]

tensor(0)

# BTN EIE1en TRISAIBE
len(dataset)

150

WS, FRAET AT =52y b 2REILET. ChiZF 1 —75—=V JICR6TH
WFEERTHEAT2ERHTY.

e RBWEETHELE L&D 10 FEFOBEMABIETHAL, ZOBEME(E-
THBERNT AL RTINS T ROEELZBIRTBHTL LI Do

o 0 FHOBEMTHFE L, L 10 EROBEMTENT A b
o B 5 FEHOBMEMTER L, K¥ 5 EFOBERMTENT X b

HIZEOB A, §TIERFEAOBEMTREAZH > TED, ENEHDZIENTEEL
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33 #8

ho ZD1, BEBENERBLVIBKRTELWHEICRD, BREETLETLVOTRIKE
HEICET2EN2[S:0, FBTF—4 (traininig data) £F X FF—4 (test data) ICHV
BTy FEFFTEFET A M2TVET . HFE TR train & test TH Y\ train 2%
H L RAIME BABRL ST, ERTRIEOIEZS> MY TN, ZLOREFTERERS N
TWa7:H, AETSH train ORELTEFERALTLET.

iz, FERT—F LT AT =5 TxaL, KREET—4  (validation data) $&DHT 357
HETHTF—AbELHVET,

ZOBFET — 5 DGR IEFT 570, ETNAN=NFA—22BALET. =a—F)
3 T =T TRERPNATAZNTA—FELTEHLETH, ZOHIC, PEBO/ — K
HPBOBLEDL Y b7 -V OREICHT 2ERERELBNE, NTA—YORBRETE
Fthe TOEDIT, NTA—FEEFHTHUANC, ROTEP BT NSHES BT A—F
DIEE NAN=NFA=2ENVET, Z2—FLFy bT—T T, #iBLLZ — PP
O, BEEFEOERRBEEPNANN—F A= ELTRENTT ., BOIEEZEH—
"ONAIS—=18F A =5 TTF,

TIABEbRPBIEELT, Za—FN3 Yy bT—T7TREB L/ A=Y DEICHT 55
72T NAN—8F X =F IR T Bl E TITDRThER+ATHEENH LT
Fo Z2—FNFY FT—T TR,

o NAN—INFA—FDWRE (BiFET—%)
o RIA—FOWE (¥BT—%)

DEINT REUINAN=NF A= FIRTVINTA—F &, FHT—FICET W TERGEL
LEd. ZLT. ZORRICHT 25HEARIET — 7 ICETOTTVE T EXE HENA
N=NF A=Y DMAEADEDHEICFH S E R, BEET — 7 1069 2BREHOMEA 1.0
L0877 51, HEABBOMEAN 08 DIZS %2, BRINA /=T XA—yDiisabEL
LTHRALE T, 2% 0, BEET— ¥ 3% T - ICE SV TER LRERICH T 2 5Hli 217 >
TVBEIICRAT, ZEINA =T A—FOEFICAVTVAEDTT ., TAT—7E—1)
DEFICHAVTRESBWD. NAIS—RFRXA—5 LT A= D¥EZ R ZNETODED
BHBHZ21—FNFxY FT—7 T, AR 3EEHOT—YICHET 20— RN TY .

ZMN T, torch.utils.data.randomsplit ZfHALTA ) P FLDOT—¥ v hEZEHT—
Y KGET =%, TAMT—FICHEILE L& Do BIICZNZIROY > TVE % L S IE
LTn&EEd,
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% 3 & PyTorch (E#R)

# BT =2y MDY TUBERE

# train : val: test = 60% : 20% : 20%
n_train = int(len(dataset) x 0.6)
n_val = int(len(dataset) x 0.2)

n_test = len(dataset) - n_train - n_val

# TRENOY > TV BERD

n_train, n_val, n_test

(90, 30, 30)

from torch.utils.data import random_split

# FUALICHRETD . o— NEEEL THREERR
torch.manual_seed(0)

# F—8ty hORE
train, val, test = random_split(dataset, [n_train, n_val, n_test])

# YUTNVBOBR
len(train), len(val), len(test

(990, 30, 30)

ISNYFERETIGEICE, ET =51y FRONYF YA XZOY L TVERET 20
BENBVET. ZOY Y TVHOB, FEBIT YT ALY vy ILELTHIHT 2280
IRAPHY . HAITEET S LB TEETH, PyTorch KIET Y5 ALY vy 7L L THIET 2
B EDORBEREBLT 57201 torch.utils.data.Dataloader RSN TVE T,

# Ny FHA ZORE
batch_size = 10

from torch.utils.data import Dataloader

# shuffleld7 7 #JL h TFalseD7cth. FBT—LDHTrueliEE
train_loader = Dataloader(train, batch_size, shuffle=True)
val_loader = Dataloader(val, batch_size)

test_loader = Dataloader(test, batch_size)

CZZETT, PyTorch L&D Ry P T — U 2R BSE B OIBELT — 5 DERFRTT
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TYo.

EA WA
SEIZANEHN 4. BT 52 T AOKN 3 2OT, LA fel & fe2 ) — FORER
DESIEHRDET .

e fcl @ input: 4 => output: 4
e fc2 :input: 4 => output: 3

PyTorch TlEHy b7 —7ORBICT I AERFALET. HHATIEHEABRENNTA—¥
EEALREEZ __init__() XV v FHICER L. IBERHEOFHE % forward() XV v FRICEER
L7, [REHOFEOM, MR (fo1) —~JHREER (ReLU) —~#EE#R (fc2) —
FEMIEA B (Softmax) & LE T . HHOBEITBE L Softmax BIBUIEIRT 20 E N <\
HIRRETHE LT, BHOH &IZIETR UL 5 I1CFBLE T4, PyTorch T x AAH S
T HAOKRS x 2 L#HETHEICERTHZ &ML, AETHZORBERALTVLET,

class Net(nn.Module):

# EATBF TV NEEE

def __init__(self):
super(Net, self).__init__()
self.fcl = nn.Linear(4, 4)
self.fc2 = nn.Linear(4, 3)

# IBEHE

def forward(self, x):
x = self.fcl(x)
x = F.relu(x)
x = self.fc2(x)
return x

JIANICEF LIy P T —IEEEROA VAV U A net IFLET .

# BBO>— NEEE L THRIEZHR

torch. manual_seed(0)

# A VARV AL
net = Net()

# 2Y NI—U DR

net
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% 3 & PyTorch (E#R)

Net(
(fc1): Linear(in_features=4, out_features=4, bias=True)
(fc2): Linear(in_features=4, out_features=3, bias=True)

)

REEHEBEIR
SEIE 3 7T AOSEROT, BEEKELT/AXRI> bOE—2FALEY. 2T/
ALY buE—id,
N K
L=- Z Zt”v’“ 10g Yn.k
n=1k=1
DESITFRNEZE FHERT 2B AERESE T, /o, COTFTRE v, OFHEORNCEEILE
& LT Softmax I X2 MHEHFH VT, DF . Softmax = Log DIEETEHEZITL
9,

PyTorch TREHZ®EE(LEES70IC, Softmax B EABERZRRRICITOEHTH S
F.log_softmax BRI NTWVE T, Softmax — Log DatE %2 ZNZNITH EHEEEL LTEL
&, ZUTHEROEARELZWEVS AT, ZhZhER 2 ICHET 20 TIERL—
BEICEEDTEHET2EIPENTNE LS TT. Z£L T, PyTorch ICAESN TV F.cross
_entropy Tld. PEROFHEIC F.log_sof tmax AfEbIN TV E T, L7zh > T, BRI Softmax
BBOREZITOBDEREHDEEA, MDY T =T DEHOHS T Softmax BIE%E &I
TVEP-> 72 BHTY .

PyTorch TIXRERES % criterion LW BRI TERT HOMPEETT .

criterion = nn.CrossEntropyLoss()
criterion

CrossEntropyLoss()

RIBILFEEBIR

2Y bI =T OEBIHIVERT H2EEEFELBIRUE T, optimizer EWSEHHAT
EHTHOP—ROTY . T TIRHERNAFMERE (SGD) 2ERTHZLICLET. optim
izer ZEHTHMC, BIBELTHRY NT—T DN A= ZBETRESHD, 8T A—=5D
HU{F121% net.parameters() ZHWVE T, 5 1 DDOFEE LT, EHHH (I : learning rate)
LRELET.
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3.3

optimizer = torch.optim.SGD(net.parameters(), 1r=0.1)
optimizer

SGD (

Parameter Group @
dampening: @
1r: 0.1
momentum: @
nesterov: False
weight_decay: @

XY MNI—0%FE
F9 b7 BFET BB TOFIEE RO ELE T,

1. I=NYFEMATH T X, ¢ 2
2. BIEDNRTA—% W, b ZFAL T, IBEHTTHEy 25
3. EEMEt ETPHIE y » SEREHM L 25
4 BERERECESOTES T A=Y DR 08 £
5. AEROMEICESVTERUCRELFHEICLD T A—5 W, b 2EH
optimizer.step() HER
AHiE
bl g gh e
$o 7w

FRlfE
‘ *.*I 3

X loss.backward()
®
BiFE o) I
5 - o
batch criterion loss
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% 3 & PyTorch (E#R)

FA—=TT=Z VT DT V—LT—7ICE > TEDOREDEBVRS D A EANICIEH]
HOWhEMSZTBFEELTLE D,

ZNTIR, BIRRORNE BAMICEELTUEET, £9 ZHADT—F £ v b train_loa
der 25Ny FH A XFOY Y SN EMELUE T, train_loader I& DataLoader D4 7Y = 7
PTHD WOESIC for XEMES ZET, BEATL—2a iiBiFs I= Ny F2MliTE
E3:

for batch in train_loader
batchZFIM L 7z4u2

CCTEEBAMRT H72DIC, for LEBLWT LA T L—YavFROHTIENTES A
FL—% iter EAVET. 41 T L—FEWEIC) A MIPHBEOBHEZRREL T, EEHRE
IEICHAT 54TV 27 bDZETT. 2O FL—4pSIERFIEZIY HT & FITW, next
ZHENET,

# INYFHA ZXROY 2T NOHEH
batch = next(iter(train_loader))
batch

[tensor([[6.4000, 3.2000, 5.3000, 2.3000],
[6.4000, 2.7000, 5.3000, 1.9000],
[5.9000, 3.0000, 4.2000, 1.5000],
[6.9000, 3.1000, 5.4000, 2.1000],
[5.5000, 2.4000, 3.8000, 1.1000],
[5.6000, 2.7000, 4.2000, 1.3000],
[5.8000, 2.7000, 5.1000, 1.9000],
[6.9000, 3.1000, 4.9000, 1.5000],
[6.3000, 2.3000, 4.4000, 1.3000],
[7.2000, 3.0000, 5.8000, 1.600011),

tensor([2, 2, 1,2, 1, 1, 2,1, 1, 211

# ANfEE BIREICHE
x, t = batch

# ANBORR
x
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tensor ([[6.4000, 3.2000, 5.3000, 2.3000],
[6.4000, 2.7000, 5.3000, 1.9000],
[5.9000, 3.0000, 4.2000, 1.5000]
[6.9000, 3.1000, 5.4000, 2.1000],
[5.5000, 2.4000, 3.8000, 1.1000],
[5.6000, 2.7000, 4.2000, 1.3000]
[5.8000, 2.7000, 5.1000, 1.9000]
[6.9000, 3.1000, 4.9000, 1.5000],
[6.3000, 2.3000, 4.4000, 1.3000]
[7.2000, 3.0000, 5.8000, 1.600011)

# BIREORR
t

tensor((2, 2, 1, 2, 1,1, 2,1,1,2])

D&, Ny FHA XFOANEE BEDY > TV EMETEE Lz,

WiZy NIRXA=FOEEAVTTFRMEERHLET. £, RO/ A -y OIEEHERE L

3

# SREABADESR

net.fcl.weight

Parameter containing:

tensor ([[-0.0037, ©.2682, -0.4115, -0.3680]
[-0.1926, ©.1341, -0.0099, ©.3964]
[-0.0444, ©0.1323, -0.1511, -0.0983]

[-0.4777, -0.3311, -0.2061, ©.0185]], requires_grad=True)

# SREAMIAD/NA TR
net.fcl.bias

Parameter containing:
tensor([ ©.1977, ©.3000, -0.3390, -0.2177], requires_grad=True)
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% 3 & PyTorch (E#R)

# FEAEfC2NES
net. fc2.weight

Parameter containing
tensor([[ 0.1816, ©.4152, -0.1029, 0.3742],
[-0.0806, ©.0529, ©.4527, -0.4638]
[-0.3148, -0.1266, -0.1949, 0.4320]], requires_grad=True)

# 2B/ 2D\ T7A
net.fc2.bias

Parameter containing:
tensor([-0.3241, -0.2302, -0.3493], requires_grad=True)

INSEDNRTA—FDIEEN Y FH A4 X3 Lz PV AT PRIEARHLET. |
EZIEDFEIE Net 75 AD forward() AV v FIZEEARLTHV T,

# FRABORESH
y = net. forward(x)
y

tensor([[-0.1763, -0.2113, -0.3944],
[-0.2700, -0.2233, -0.3658],
[-0.2746, -0.2239, -0.3644],
[-0.2552, -0.2214, -0.3703],
[-0.3241, -0.2302, -0.3493],
[-0.3003, -0.2271, -0.35661,
[-0.2212, -0.2171, -0.38071,
[-0.3241, -0.2302, -0.3493],
[-0.3241, -0.2302, -0.3493],
[-0.3241, -0.2302, -0.34931], grad_fn=<AddmmBackward>)

Net 75 A& nn.Module Zf#& L TH Y. nn.Module Tl forward() XV v F#% call XV v
FTIHOHE 27280, ROFTRTS EREF CARICAZDET .
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# callX Vv K& forvardDETHE (H1E)
y = net(x)
y

tensor([[-0.1763, -0.2113, -0.3944],
[-0.2700, -0.2233, -0.3658],
[-0.2746, -0.2239, -0.3644],
[-0.2552, -0.2214, -0.3703],
[-0.3241, -0.2302, -0.3493],
[-0.3003, -0.2271, -0.35661,
[-0.2212, -0.2171, -0.3807]
[-0.3241, -0.2302, -0.3493],
[-0.3241, -0.2302, -0.3493],
[-0.3241, -0.2302, -0.3493]], grad_fn=<AddmmBackward>

COFHIEERCT, FAMBERHLE T,

# BRBIBOFE

# criterion®callX "/ v KZFIFH
loss = criterion(y, t)

loss

tensor(1.1118, grad_fn=<Nl1LossBackward>)

ZO loss KEDSWTHAROHE 21TV E T, HEZKRDZHEIC, AROEHEMSHMShL TV
2B EHRLE T AROHERIIZ/IT A=Y ITRMSNTVETH, MHRETEEMAS
BHEShTVELEA.

# 2AEEBfINEHICHT 2D
net.fcl.weight.grad

# SFEAEOD/N FAICET 308
net.fc1.bias.grad

# 2EEEf2NEHICHT 20
net.fc2.weight.grad

# 2REARf20/\ 7 AT 3D
net.fc2.bias.grad
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BREBEBOARZLTOL S ITROE T,

# WEROBH

1oss. backward()

CORHRIC, AROHEREMRLE Y.

# 2EEEBfOOEHCET BT
net.fcl.weight.grad

tensor ([[0.0000, 0.0000, 0.0000, 0.0000],
[0.7165, 0.3319, 0.5857, 0.2248],
[0.0000, 0.0000, 0.0000, 0.0000],
[0.0000, 0.0000, 0.0000, .000011)

# 2SR/ 7 AICHT 208
net.fcl.bias.grad

tensor([0.0000, 0.1137, 0.0000, 0.00001)

# AN BEHICHT B HE
net.fc2.weight.grad

tensor([[ 0.0000, ©.0375, ©0.0000, 0.0000],
[ 0.0000, 0.0202, ©.0000, ©.0000],
[ 0.0000, -0.0577, ©.0000, ©0.000011)

# SFEABf20/\( 7 AIHT 258
net.fc2.bias. grad
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tensor([ 0.3361, -0.1451, -0.1909])

LEOESIT, BT A—FICHT BAESROS5NE Lo loss IKRBENTLERAY Y
FEFETU. net DFDIT A —=FIZEUBH >/ EICFRI LB LNEEAN, net >y —
loss DX D ICEHHZITO L ZOBBKELRESNTE D, AROBEHOBEITIEHA FIZ net «
y + loss DX ICFHEBRPEH SN TS 720, net NOBIEICELNH D E L7z,

INBDHEERVT, NTIXA—YDEHFHEITVET . /85 A—FDEHITIL optimizer 2
WEJ,

# AEROBHREM/NT A —EDEFH

optimizer.step()

BEHBRONTRXA—FZEHADONRTA—5 EHBT DL, HFEELTWE I ENDRPY
3

# FFAECIOEH
net.fc1.weight

Parameter containing:
tensor([[-0.0037, ©.2682, -0.4115, -0.3680],
[-0.2642, ©0.1009, -0.0685, ©.37401,
[-0.0444, 0.1323, -0.1511, -0.0983],
[-0.4777, -0.3311, -0.2061, ©.0185]], requires_grad=True)

# 2B/ TR
net.fcl.bias

Parameter containing:
tensor([ 0.1977, ©0.2886, -0.3390, -0.2177], requires_grad=True)

# SEARMICOELR
net.fc2.weight
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Parameter containing
tensor ([[ ©.1816, ©.4114, -0.1029, 0.3742],

[-0.0806, ©.0509, ©.4527, -0.4638],

[-0.3148, -0.1208, -0.1949, 0.4320]], requires_grad=True)

# 2FEBBF2O/NAT A
net.fc2.bias

Parameter containing:
tensor ([-0.3577, -0.2157, -0.3302], requires_grad=True)

INT—EORTNEHRTEE Lize HEOWNZHE L THFIE, %13 PyTorch fllTHRE
ENTVDEAYY FEAVDETTAREREETELIESDIDET, & A IEMEWRIEE
D HEWT BT EIEAKETTH, PyTorch 7 513 loss.backward() D7z o7z 1 {TTEET
ETLEVET,

Fio, —HOWNTRBALTVERATLEY, UTD 2 206 —#OMEOFTITVET,

o F—¥E{EAT BT NA AR
o NI A—5 OEFEBUL

T, T DTNA ANDERTT N, 71 —7F—=V 7Tk GPU 2RV ER OIS
L2FIAT20OH—BOTHD . ZOBAREERICT -5 LETLOWA % GPUDAEY
LIEXTAMBEFB D ET FRICHV A EKIC GPU PERSNA TV RENHV ET
M. 72 & 213 Google Colaboratory D & 5 &% — A THERTREIC GPU ZAWVWHEE %
AEET, IOV TRE 6 HTHMALETH, S CPU 2AVLFAETLHES D £
ho GPU BERATEBRRICH 221k UTFOBBTHRATEET,

# RBICEATEBPUNHRERS

torch. cuda. is_available()

False

Z I Tl False ERRENTWA7®, GPU TiR%< CPU TOMAICAD EY. HEHIIC
TNAZAZBRTEH LTI, ROKSICRHBLET .
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# GPUDRRTERIRICE DT/ A ZAD3ER

device = torch.device('cuda:0' if torch.cuda.is_available() else 'cpu')

device

device(type='cpu')

%13 GPU MERTE RVWREZD T, cpu MERSNTVET. GPUMERATEZ2RIT

HiuZ, 0BEHOD GPU A cuda:0 DR IHES AT LT ET*1,
EFNEF—F RO & IICTFNA ANEELE T,

# HWE LT/ ANDET VDR

net. to(device)

Net(

(fc1): Linear(in_features=4, out_features=4, bias=True)
(fc2): Linear(in_features=4, out_features=3, bias=True)

# H/E LIET /N AND ANEDERE

x = x.to(device)

X

tensor ([[6.

r6.

58
6.
5.
[5°
[5%
6.
r6.
[e73

4000,
4000,
9000,
9000,
5000,
6000,
8000,
9000,
3000,
2000,

2000,

7000,
0000,
1000,

4000,

7000,
7000,
1000,

.3000,
-0000,

.3000,

3000,
2000,

~4000,
.8000,
.2000,

1000,

.9000,
-4000,
.8000,

St e o e

*1 CUDA &i3, NVIDIA #4565 - #26tL TV % GPU R ORAHFERITY .

30001,
90001,
50001,
10001,
10001,
30001,
90007,
50001,
30001,

600011)
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# 18E L7271 AN EIZEDEX
t = t.to(device)
i

tensor([2, 2, 1, 2, 1,1, 2,1, 1, 2])

WIT, AEROMBILICOVTHIEL £, HEDOEHRIX loss.backward() THEHHTE £ 3%
loss.backward() TI&R® - ABERHE/$T A= D grad IKRASNBDTIE L HRRD
ARFEHRICMESNE . CHIZRBEAE (accumulated gradient) &AWV ZIZSHEINT LT
VALMEATZDOTTH, ABTEZOEEE TRV EEA. DO, T PyTorch
DHRETH B LV HIBREDEBTHITT . /852 —5 DEEERD BRI DEERODLE
PRETHBEVD TERHATBLTLES VL,

# WEEROMC

optimizer.zero_grad()

RIS T A=y OHEZERT 5 & TRTOMEN 0 THEShTVRET,

# MBILEODRER
net.fcl.weight.grad

tensor([[e., ., 0., 0.],
B0 Bhp Bop Ghdl;
fe., 0., @., 0.1,
[e., 6., 0., 0.11)

net.fcl.bias.grad

tensor([0., 0., 0., 0.1)

¥ENL—T
ZNTR, CCETREALRHBEZ LDT, AMENAEEL—TREBLE T,

66



# T

max_

# xR
torc

# xR
net

# &
opti

for

Ry 70K
epoch = 1

v NT—9 DEIRL
h.manual_seed(@)

Y RT=I DA VAR ALETINA ANDETRE
= Net(). to(device)

L FRORIR

mizer = torch.optim.SGD(net.parameters(), 1r=0.1)

epoch in range(max_epoch):

for batch in train_loader:

# Ny FYA ZGOY T Vit
x, t = batch

# FBIMEBT BT/ AT —ZDER%
x = x.to(device)
t = t.to(device)

# NIX—2OBEEHL
optimizer.zero_grad()

# FREOHEH
¥ = net(x

# BIRfECFRIBD SIKBROBEEL

loss = criterion(y, t)

# BEAMROBERT L THER
# .item(): tensor.Tensor => float
print('loss: ', loss.iten())

# BNTA—EOHERERS

Loss. backward()

# AEROBFREAVE/NT X — K OEH
optimizer.step()

loss:
loss:
loss:
loss:

1.1118199825286865
1.0638254880905151
1.0752708911895752
1.0017006397247314

67



% 3 & PyTorch (E#R)

loss: 1.0963518619537354
loss: 0.9922471046447754
loss: ©.9230359792709351
loss: 0.8453549146652222
loss: ©0.8222911953926086

EROESIC1 IRy (94T V=Y aYy) FOEFRTO, RABEROENIRHEICNS <
BOTWAIEFDPVET, TRy ZOBIE, 2BAT—F 1y bE2AERDELEHSES

PEEKRLET,

ZIT AHEOMERETH S0, BRESVEEHTOPYRT VXS ICEMEE (accuracy)
ZEMUTAHE L& Do 100 2 FILF T H Y FNZIELVY T RACHETE TOLNITTEMR

B 97%. EWV-o7 kS ICERIICDY D LT WIEETT .

EREOREHICHLY, FTEFHEICBOTRLENIRELI FAOESEMELET. &
KfE %R %1213 torch.max BE. RAMICH T 2 EHREFS %KD 5121 torch. argmax B
ZHAVET. SEXET 57 T ADESEFTLVDT, torch.argmax ZHNE T,

# din=0TITZ EDRABICHT ZBRESEEUF (din=0l3FIT &)
y_label = torch.argmax(y, dim=1)

# FREDDRAELRD Y SADESER H LRHER
y_label

tensor([0, 0, 1, 0, 0, 1, 1, 0, 0, 0])

# BiFfE

tensor([o, 1, 2, 0, 0, 2, 2, 1, 0, 0])

COMRP S, HEBHEF2{H-> T, ERRERDET,

# EA—HLTVBHHER
y_label == t

tensor([ True, False, False, True, True, False, False, False, True

68

Truel)



# BN True E A2 EROBA
(y_label == t).sum()

tensor (5)

COEEBEFRNTEH S LIEMFLRD L EHSTEELT A, 514 torch.Tensor O int B &
o Tz, HVELT L 2 FEZHEIC/NRUTIAIVETOATOEa>TLEY
9, COMBAMPREELT, 1.0 2R UT float BICERLTHEEEL &S,

# int => float
(y_label == t).sum() * 1.0

tensor (5.)

BERHTEH D L TERRERDONE T,

# IEffR
acc = (y_id == t).sun() * 1.0 / len(t)
acc

tensor (0.5000)

FROLIIC, ERROHBELERTEE Lice ThEFFL—-TIEMUTHELELE D,

# XY NI DML
torch. manual_seed(0)

# ZY RNT—=0 DA VALY ALETINA ANDETRE
net = Net(). to(device)

# RBLFEDRER

optimizer = torch.optim.SGD(net.parameters(), 1r=0.1)

for epoch in range(max_epoch):

for batch in train_loader:

x, t = batch

X = x.to(device)
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t = t.to(device)
optimizer.zero_grad()

y = net(x)

loss = criterion(y, t)

# New : IERREDEN

y_label = torch.argmax(y, dim=1)

acc = (y_label == t).sum() * 1.0 / len(t)
print(*accuracy:*, acc)

loss. backward()

optimizer.step()

accuracy: tensor(0.5000)
accuracy: tensor(0.5000)
accuracy: tensor(0.3000)
accuracy: tensor(0.9000)
accuracy: tensor(0.1000)
accuracy: tensor (0.6000)
accuracy: tensor(0.9000)
accuracy: tensor(0.5000)
accuracy: tensor(0.5000)

FRROEMFREMRIT

INETREFT—FIINT20EEENCEE LA, BET—FPT AT = IIxd
BHERGRTBIMBESHVET FUT—YOBALBEALALTIN, 1 HETRRZZD
i BEET— 7T A P F—F I L TR ER 2ThRVzd, AROERPBEZVEVLI R
TYo ZD7z®, with torch.no_grad DHFICHIEAD I — FEEHA L. AECICET 2 Wk 5t
HPRHEM) Y- A0 EEEBIE L&D,

HEET—F THT AT —F THRIETES LI, data_loader 51K LTED., {#/HT
BREICIE val_loader & U< IX test_loader ZIHE L X7,

# EREORE

def calc_acc(data_loader):
with torch.no_grad():

aces = [1 # &/\YFORERBEHA
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for batch in data_loader
X, t = batch
x = x.to(device)
t = t.to(device)
y = net(x)

y_label = torch.argmax(y, dim=1)
acc = (y_label == t).sum() * 1.0 / len(t)

accs. append(acc)

# 2AOFHEFH

avg_acc = torch. tensor (accs).mean()

return avg_acc

# AT — X TRER
val_acc = calc_acc(val_loader)
val_acc

tensor (0.6000)

# TANT—2THR
test_acc = calc_acc(test_loader)
test_acc

tensor(0.4333)

COBBERFEE N —TIEMT 52 & T FRRCBLTHMIET — 5 IS 2 RLEHERT
B3N

AR#ETIX, PyTorch OHROHRD S, FBHN—TOHRBRE T, BESBAUE Lz, KE
Tk, ZEO¥H ORI E & O EHICERTE % PyTorch Lightning &5 PyTorch T v /8—
Z#BrLE T . Z@ PyTorch Lightning 2 F#f# 3 5 ICE¥ L —T2IBE L TBLBENH V.
AETORBAPREICEETEZET,

71



%4% pyTorch ([GRE)

AETIE. BERRONBZEE AT, PyTorch Lightning (2 & 3% B — 7 DOERELH
S, BEBMLEDT Vv NAN=NFA—EDF 1 -V JETRENRNEE
FOTVEET, F—&ty MNIFEETERCL Iris ZALBNT. GPU T&< CPU T
HIPHETEES,

4.1 PyTorch Lightning Ic &K 3% 8 —7
(0)55]:2 4

PyTorch OIZ#H 2B — 7 OFRIE, for XA ETEEGT 4L, PFEHICE->THL
VEBREEE A E A, oy ERFICESTH, I—FPEMTHHLVS LRI T—DOF
Ny TEHEEIC B E VS BEENDDE T, THERITT H720IT, skorch D& S 7%
TyNR=DHVEITH, Mi#ELEIY bT—IHRPBE TRV EBICHRENEEICRD L7
FAY Y bbH D ET, PyTorch EHIFERMFBICHRBIIHEDAT VI E RN H 5729, skorch
TRBIHETE D LI 2B AT —ATRMBTE RN LB L HDLBESNET,

PyTorch 5 v /\—%{#R LAFB I —7 DOt

ZIT\ HAHREOREEN—TORBHPBEITR Y DO, HHABRENTE S PyTorch 7 v
N=%ZFVSZE2BEHHLET. PyTorch DT v /=& LT, BTFD 3 OHPEHZTY,

o Ignite (https://github.com/pytorch/ignite)

o PyTorch Lightning (https://github.com/PyTorchLightning/pytorch-lightning)

o Catalyst (https://github.com/catalyst-team/catalyst)

b &H &iE PyTorch F—47% Ignite ZBAFE L THB Y, FHE D Ignite 2> THFEZ LTV E
L7278, 2019 % 5 PyTorch Lightning ® AKA & £ > TWE 9, PyTorch Lightning &
Ignite &0 &3 ¥ FNICERTE, POFHLIE R E ORI ZFFEICBMHA SN HULHTES
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4.1 PyTorch Lightning IC& 2%3)L— FOEEEE

NTVREVSKREBAY Y M BVET .

% Z TAF T, PyTorch Lightning #5212 5 D PyTorch T v /S—DE#EIC 72 5 & PR
L. PyTorch Lightning Z A L THHAT ST LI LE T, Kaggle ICHikdT 2 A7 5 ORI T
Catalyst HEDNIADTNE LD T, TH55BLROBRICEETT . THH5DT v/I—3H
LELRRPEDOSNTBY ., N=DarPEbb LB ESHIEDLSZELHERRHETT .
ZITHRAT AI—FEHLPTICE, ABTHATAIN-Vavitgbe B IeeBHOL

E3
RIS
PyTorch Lightning O > A b —)Ui& pip TITVWE T,

# WindowsDIH&
python -m pip install pytorch-lightning

# macoSDIFE
pip3 install pytorch-lightning

A YA P—RIC, ELKBRARBTELPHERLTBEE L £ Do

import pytorch_lightning

# N—2a DR
pytorch_lightning. __version__

11.9.3"

ABTIE, PERE (2020 £ 9 A) THEHIR - 7z PyTorch Lightning 1.0.3 2V E 3. 5
FLBELAVIBEICE, pip TA YA M=V ZITIRICZON=Y a3 VIZEDETHTLE

S,

import torch

torch.__version__

'1.6.0'

PyTorch D)X= 215 1.6.0 T,
HEOFRTOBMELTBEEL L.
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import warnings

warnings. filterwarnings('ignore')

FB O

MRERE RATHEOERREF U T Ty ORARADSHEHTEZT -5y POERA
DEWE TIT>TBEEL £ 5o DataLoader DFLEIE PyTorch Lightning il CHESh TV
%72, AETT,

from sklearn.datasets import load_iris
from torch.utils.data import Dataloader, TensorDataset, random_split

# IrisT—82t Y NOFEHRH
x, t = load_iris(return_X_y=True)

# PyTorch CHBICEATEBHANER
X = torch. tensor(x, dtype=torch.float32)
t = torch.tensor(t, dtype=torch.int64)

# ANBERIEEEEEDHT, 120A TV LY Mataseti Kl
dataset = TensorDataset(x, t)

# BF =2ty NOY O TIBERE

# train : val : test = 60% : 20% : 20%
n_train = int(len(dataset) * 0.6)
n_val = int(len(dataset) * .2)

n_test = len(dataset) - n_train - n_val

# FUALICHBEATS . — NEEEL THREERER
torch.manual_seed(0)

# 7—2tY bORE

train, val, test = random_split(dataset, [n_train, n_val, n_test])

# INYFY A XDER
batch_size = 32

# Data Loader ZF3%

# shuffleld T 7 # )L hTFalseD7et. HET— X DHTrueliEE

train_loader = torch.utils.data.Dataloader(train, batch_size, shuffle=True, drop_last=True)
val_loader = torch.utils.data.Dataloader(val, batch_size)

test_loader = torch.utils.data.Dataloader(test, batch_size)
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4.1 PyTorch Lightning IC& 3% )IL— T OEEE(L

PyTorch Lightning (2 &5 %y T—J EFBFIBOES

PyTorch Lightning Tid\ % v b7 =7 2EHT 27 7 A0HIZ, ZEOFIHLIBLET
1R 7 PyTorch OB EH 2 EALZBTHNE, FBL—TO—#EHEL VLT Ebp
BOT, DETEFEDRVIT T F v bT—TVZEHRT HBED Y T A1 nn.Module %MK
LTWE U745, Zh#% PyTorch Lightning @ LightningModule % #& 4 5 X S ICEHL
Fo ETREET—F LT AN T = ZROLER T =5 ORI T HENRO Y 5 AZHETL
TVWEET,

import pytorch_lightning as pl
import torch.nn as nn
import torch.nn. functional as F

class Net(pl.LightningModule):

def __init__(self):
super().__init__()

self.bn = nn.BatchNormid(4)
self.fcl = nn.Linear(4, 4)
self.fc2 = nn.Linear(4, 3)

def forward(self, x):
h = self.bn(x)

h = self.fci(h)
h = F.relu(h)

h = self.fc2(h)
return h

def training_step(self, batch, batch_idx):
X, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
return loss

def configure_optimizers(self):
optimizer = torch.optim.SGD(self.parameters(), 1r=0.01

return optimizer

# L < configure_optimizers(). training_step() LWH XV vy FZBMLTWLET, X
Vy RELTERIFTLVTTA, BEELTRVWTALTTICBALTELLDOTH Y. configu
re_optimizers() \¥RBE(LFEDRE. training_step() EFHL—TD I =Ny FHiHEO
WHETY,

b E AR % PyTorch Lightning TORMBIE. CHATHREFZTTT. CIHLHMBICEY b
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T—UO%BRTIENTEET . BB, HEE TRANEP EREEEEZIERT 27751
ZIETREEZPRLUTWE LA, O PyTorch Lightning il TfThh 2720, KT
TEIRBENHD ER A

%y hI—sO%E
Fv b7 =2 O¥FITik, PyTorch Lightning THE SN TS Trainer ZHVE T, £
Trainer D77 # U b DRE TEB 2ITVET

# GPU ZEBIEBD S — NEEE
pl.seed_everything(Q)
net = Net()

# FBESTD Trainer
trainer = pl.Trainer(max_epochs=5)

# FBORT
trainer.fit(net, train_loader, val_loader)

CNTEENRT UE Lo BIEE T for XOPICHMICEZ BV T &2 BRI,
BRPICT>ED L LAMRTT . oy #HLI Y b7 OWRG__init__& forward A
KB L TERATE, BHRERORT Y THH 57 L LTH training_step HICE L Z &
TEHTEET. TDLHIZ, PyTorch Lightning G FBES ERRSOW A2 HbEFR72F v
N=TH V., WERMRBICE > THNEBRRKIC A 53T TT.

Z T\ Trainer DFHDOPTREM LD EBNALTHBEET,

5184 T4 EOE BB

max_epochs 1000 FREORMATAH Y 73
min_epochs i FERORNIA v I
gpus None 1#R/9 % GPU 0¥
distributed_backend | None SEEBOHE

IRY VBB —HONA/S—8F A =5 TH Y| W AHEISRIUARTET B 720, FHERERHK
A BEZ2 §EBH O max_epochs ZEE L THBL HFENPRENLREBOMESAE T,

TensorBoard IZ & 5RO AL

PyTorch Tl& TensorBoard &IFIEN 5. fERESHVICARILTE /Ny r—YV &V
ZENTEET, PyTorch Lightning 7 & TensorBoard ICAEAEROT 77 7 4 L %2 ZHET
HATEZOT, REREELALDEDVEHA.
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4.1 PyTorch Lightning IC& 2%3)L— FOEEEE

TensorBoard 25729012, N r—Y DA YA b—)L% pip PHFETLET,

# WindowsDIFE
python -m pip install tensorboard

# macOSDIFE
pip3 install tensorboard

import tensorboard

# N—Ya > OER
tensorboard. __version__

129,27

TensorBoard NOBZHANTES LT, BEL | HHALZTEEBRAEL L.

class Net(pl.LightningModule):

def __init__(self):
super().__init__()

self.bn = nn.BatchNormid(4)
self.fcl n.Linear (4, 4)
self.fc2 = nn.Linear(4, 3)

self.train_acc = pl.metrics.Accuracy()

def forward(self, x):
h = self.bn(x)
h = self.fci1(h)

h = F.relu(h)
h = self.fc2(h)
return h

def training_step(self, batch, batch_idx):
X, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
# OJ%&EM
# on_step&Truell 9 B EEA T L—>a X ZEDENREEND (default : True)
# on_epochZTruelC 9 2 ERIARY U ZEDENFEREND (default : False)
self.log('train_loss', loss, on_step=True, on_epoch=True
self.log('train_acc', self.train_acc(y, t), on_step=True, on_epoch=True;

"



2 4 8 PyTorch (AR

return loss

def configure_optimizers(self):
optimizer = torch.optim.SGD(self.paraneters(), 1r=0.01)
return optimizer

INETLAMBICH Y FT—TDEBFETVET .

# FBORT

pl.seed_everything(e)

net = Net(0)

trainer = pl.Trainer (max_epochs=30)
trainer.fit(net, train_loader, val_loader)

FEiFh. DT 7 AVERUT LY AIC lightning_logs &S 7 4 L ABEBMICTET
B, ZOHIT version_0 LVOIFEREBMI L7 A LI BIERSNTVET . ZOMREHE
B3Ik, LRI F% Terminal ETEFLTLZS W,

%load_ext tensorboard
%tensorboard --logdir lightning_logs/

~c 0o

TensorBoard s
3 Show data download inks
noreouters in chartscaling

Toolip sorting method: default  ~

Smoothing
— 06

P

Runs

Wi aregexto ier s wainjoss
5 O vesonont I
%0 w11t

ToGoiE ALL NS

Igninng.ioge
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4.1 PyTorch Lightning IC& 3% )IL— T OEEE(L

Z 2T, TensorBoard % #2#) L & 5 & L7z [ValueError: Duplicate plugins for
name projector] &\5 I T —AHHE, HHN—Y 3 > D TensorBoard 71 ¥ A b—)L &
NTWBAHEENH Y £ 9, pip uninstall tensorboard T 1 N=Ta>HLar7 oA VA
F—LTEYT, TT-ORLITE RV EEA. ZOLIHEXITE, UTOESITA YA b—
LENTWBT 1 L7 b (site-packages) ® PATH 2R LT ZOF 4 L7 bIICT Y
T AU, EHIFET 5 TensorBoard D7« L7 MY 2FHTHIRLE T, LT, BEpip T
tensorboard /8y r—Y %A Y A= LT NELT—2FRTEET .

# NYT—IBAVAR—NENTVBT A LT MY OFER
tensorboard.__file__

*/usr/local/1ib/python3. 7/site-packages/tensorboard/__init__.py"

REET— &2 DB

AT — 7 ICR T 2 EROFEZEXMERTEMT 52 LA TE, validation_step IZFTHR
LEF. validation_step ZMRIET —F ICHTHEA T L—Y a VOBREEI LET. Bl
F=FR T AT =T HEHDBEITIE. torch.no_grad() # W TAREHRZH- %
WEDIZLTWE LA £9 Vo 23S PyTorch Lightning I CREShTVWE T,

class Net(pl.LightningModule):

def __init__(self):
super (). __init__Q)

self.bn = nn.BatchNormid(4)
self.fcl = nn.Linear(4, 4)
self.fc2 = nn.Linear(4, 3)

self.train_acc = pl.metrics.Accuracy()
self.val acc = pl.metrics.Accuracy()
self.test_acc = pl.metrics.Accuracy()

def forward(self, x):
h = self.bn(x)
h = self.fcl(h)

h = F.relu(h)
h = self.fc2(h)
return h

def training_step(self, batch, batch_idx):
X, t = batch

79



% 4 & PyTorch (iGFB#R)

y = self(x)

loss = F.cross_entropy(y, t)

self.log('train_loss', loss, on_step=True, on_epoch=True)
self.log('train_acc', self.train_acc(y, t), on_step=True, on_epoch=True)

return loss

# BAET—RITK T BAIE
def validation_step(self, batch, batch_idx):
x, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('val_loss', loss, on_step=False, on_epoch=True)
self.log('val_acc', self.val_acc(y, t), on_step=False, on_epoch=True)

return loss

# TART—RICHT H0IE

def test_step(self, batch, batch_idx):
X, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('test_loss', loss, on_step=False, on_epoch=True)
self.log('test_acc’, self.test_acc(y, t), on_step=False, on_epoch=True)
return loss

def configure_optimizers(self):
optimizer = torch.optim.SGD(self.paraneters(), 1r=0.01)
return optimizer

ZRTE, HELEHBCE SO TRIET — Y TORROER L ED R/ ZToT0 &
9.

# FBORT

pl.seed_everything(e)

net = Net(0)

trainer = pl.Trainer (max_epochs=30)
trainer.fit(net, train_loader, val_loader)

# FANT— R THREE

results = trainer. test(test_dataloader=test_loader)

TensorBoard ZHi89 % &\ MIET — ¥ ICX9 5 val_acc % val_loss BiBMENTH D,
REMRATEET,
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4.2 AXI(CERBNAN—INSA—I DBEE

TensorBoard ScALARS mAcTvE e B0

0] Show daa downlosd ks
gnore outers i chat scaing

Toot sotng meod: defaut

i
[x]

valoss

Z T PyTorch Lightning IC & 2%#B 57— ZflLictky hT—JD¥E, BT -5 & T
APTF=HICHT BHEROMRE T—HOWNEIET 5N TEE L. EHTHITAT
ZINETROREL BV E LN, %EOBIPBIED T — FHFIICH > TR D720, v
M-V BEORITHBENES BV ET,

4.2 AXIZEKBNAN=INF A= DRE

PyTorch TNAS=/)85 X =5 %2 %T 57 L —LT—2& LT\ Ax (https://github.com
/facebook/Ax) %5 2019 £ 5 HICBIH L E Lize NA XL &L O BHFER &E—HICK <AL
SN BIELFEERD 7 L —LT—2 TdH%. BoTorch (https://github.com/pytorch/bot
orch) 2R—ZIfESNTVET. Ax. BoTorch ® &5 5% Facebook ZSHFE LD TY .

EFAPICH. Optuna 7% ERA XL ZR—R & LIeNA 78—/8F A =5 OFRITH> T L —
LT =7 HAMEINTWET A, 2 T PyTorch ZERICH A —F LT 5 Facebook 8T
HBHLRIEEICAx ZRALE Lz ZONA =5 A—FRBRNSTV v 7259 K TH
% Microsoft Azure THHENRBESN TV D720, AEOZRFETRIES52HVIZ T —A bl
NTLET,
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% 4 & PyTorch (iGFB#R)
RIFIEHR
INETONY r—V LRk Ax DA YA = LVEUTO LS IfT0ET,

# WindowsDIFE
python -m pip install ax-platform

# macOSDIFE
pip3 install ax-platform

import ax

# N—Ya > ORR

ax.__version__

'0.1.6"

fIRE

NARN=INF X =5 OFEEEITHANC, BEAFEICH LT Ax ICX 2 Ril{b2ETLTVLE
9. 2 DOEKERO BB

fl@) =af + a3

OFRMEEITVET . 22T BROMEBRIE 2, € [-10, 10](i = 1,2) & LET. B2l
Ty =22 =0 EHETHD . COBANFRELPERIELET. /ST X—F LHBEHD 2 0%
EHKT B2 TR BOORLERTH>7ILTY XL AxITHR—bShTVwET,

(L ZITH /8T A =5 D% type IC K> THETEZ T,

type  AE HBE il
range | fEE SN/ FEHETEZER | bounds | [-10, 10]
fixed |1 DOfEEEE value |10

choice | HHOEOH 2 58I values | [1, 10, 100]

range (AT 25HE. [-1, 11&95&, —1,0, 1 DX ICEROMWHEANTHEIERS I,
[-1., 1.1&95& -1.0,0.999,... DESXERBEOHWANTEIRSNE T, T TENT
A —% % HEGHED range ZAVTEZELET.
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4.2 AXICEKBNA—IS5A—S

parameters = [
{'name’: 'x1', 'type': 'range', 'bounds': [-10., 10.1}
{'name’: 'x2', 'type': 'range', 'bounds': [-10., 10.1}

ZLUT SONFRA=FIZETNT, Bol{b L LBI%% evaluation_function & L CESHR
LEdo UTFDOx1 & x2 i, RIFEEHLINATA-FEZIMET. ZL T, ThZhOfH
Z2RLUTMEL, f 2HALET.

def evaluation_function(paraneters):
x1 = parameters.get('x1')
X2 = parameters.get('x2')
= xTxx2 + x25%2
return f

INTEIBET T Rt 2 ETL, BEXZHRLET.

# RELDORIT
# minimize=True CR/ME. FalseTRAIL
# AMEEAYT B, >— NOBESBRERRICITBA

results = ax.optimize(parameters, evaluation_function, minimize=True, random_seed=0)

[INFO 12-09 01:13:18] ax.service.utils.dispatch: Using Bayesian Optimization generation stratec)
gy: GenerationStrategy(name='Sobol+GPEI ', steps=[Sobol for 5 arms, GPEI for subsequent arms], =
generated @ arm(s) so far). Iterations after 5 will take longer to generate due to model-fitting
[INFO 12-69 01:13:18] ax.service.managed_loop: Started full optimization with 20 steps

[INFO 12-09 01:13:18] ax.service.managed_loop: Running optimization trial 1...

[INFO 12-09 o1:

3:18] ax.service.managed_loop: Running optimization trial 2...

[INFO 12-09 01:
[INFO 12-09 01:

3:28] ax.service.managed_loop: Running optimization trial 19.

3:29] ax.service.managed_loop: Running optimization trial 2e...

# FROER

best_parameters, values, experiment, model = results

# RELRICRONNTA—&

best_parameters

{'x1': -0.03563694574402376, 'x2': 0.011034888584450897}
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# BB SN/NT A — R TOMKOME
values

({'objective': ©.0005098212109189149},
{'objective': {'objective': 8.72053185034275e-05}})

COFERPEDIPZEBY ., ZLOBMEREHVETH, HOBIALWESESATVET,
ZOXDICHKEERTEINE NI —FERBELTEET,

L2l T4 =T 5=V I TREF T =S ICBETOTNTA— Y ORBEL 21T B0, B
BICREBPNA T ALV 1T A—Y ORBLEERT 2D TREDDE A, T4 —7
F—=V T TRER/ — OB Bt FHEOEEREE EHRE > 1R T/8T A — 5 ORGH
LEITVETH, INSDHEDPLDRE > TVINA NR=—NRFTA—IPRBE IR A
ZD1D 8T A=FPSHIBNA =T A =T L RBLEATOBENH . T2 Ax &
WEY,

RE{LDESH

TNTH, FROMBICH LTS $=8F A =5 ORBILZTVET . SERET 511
SR=85 A—=51&, BB — FRnnid EETERM I LLET, Ry bT—s REHT S
BIC, SIBUCHRIEO ) — F2ENB &S, UTFO&SKEEEMAET.

class Net(pl.LightningModule):

def __init__(self, n_mid=4, 1r=0.01):
super().__init__()
self.fc1 = nn.Linear(4, n_mid)
self.fc2 = nn.Linear(n_nid, 3)
self.lr = Ir

self.train_acc = pl.metrics.Accuracy()
self.val_acc = pl.metrics.Accuracy()
self.test_acc = pl.metrics.Accuracy()

def forward(self, x):
h = self.fcl(x)

h = F.reluh)
h = self.fc2(h)
return h

def training_step(self, batch, batch_idx):
X, t = batch
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y = self(x)
loss = F.cross_entropy(y, t)

self.log('train_loss', loss, on_step=True, on_epoch=True)
self.log('train_acc', self.train_acc(y, t), on_step=True, on_epoch=True]

return loss

# AT — RIS BIER
def validation_step(self, batch, batch_idx):
X, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('val_loss', loss, on_step=False, on_epoch=True)
self.log('val_acc', self.val_acc(y, t), on_step=False, on_epoch=True)

return loss

# TANT—RICHT B0E

def test_step(self, batch, batch_idx):
X, t = batch
y = self(x)

loss = F.cross_entropy(y, t)
self.log('test_loss', loss, on_step=False, on_epoch=True)

self.log('test_acc', self.test_acc(y, t), on_step=False, on_epoch=True)

return loss

def configure_optimizers(self):
optimizer = torch.optim.SGD(self.parameters(), lr=self.lr

return optimizer

FTE—E, REL2ThaVWRITER2TVE T,

pl.seed_everything(0)
net = Net()
trainer = pl.Trainer (max_epochs=10)

trainer. fit(net, train_loader, val_loader)

NAI=18F X — & O 2175 BEEICIE BRRET— 7 1233 % ®f&i7% loss A accuracy
DELSPEHVEY . £ accuracy 2 L. COBBEERAILT S XS ICRELEZTV

9,
91k, BIRD accuracy 2HERLE L & Do trainer DBHIC callback_metrics #H V.

Z ZIC validation_end ME D EA RSN TV ET .

7 — & Daccuracy

# BBEOIRY s B

trainer.callback_metrics['val_acc']
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% 4 & PyTorch (/GFEfR)

©0.9333333373069763

SEOENBEEIE. EETESMS accuracy Z#FRATAIEIWI LDV E L. 2T
& 8T A=y EHWBBOERZITV, RELEETLEL LS,

parameters = [
{'name': 'n_mid', "type': 'range', 'bounds': [1, 1001}, # 1~100DEEHK
{'name': 'lr', 'type': 'range', 'bounds': [0.001, 0.11} # 0.001H50.1F TDRHK

def evaluation_function (parameters):

# NTA—ROBIG
n_mid = parameters.get('n_mid')
1r = parameters.get('lr')

# XY NT—UDEHEFR

torch. manual_seed(0)

net = Net(batch_size=10, n_mid=n_mid, lr=1r)
trainer = Trainer(show_progress_bar=False)
trainer. fit(net)

# AT — &SR Baccuracy’Z BHBIHOEE L TGRY

val_acc = trainer.callback_metrics['val_acc']

# HBO/HT A b T —& Daccuracy bHEH
trainer. test()
test_acc = trainer.callback_metrics['test_acc']

# BETOBREN/NAN—/NT A —EDEERERERTR
print(‘n_mid: ', n_mid)

print('lr:', 1r)

print('val_acc:', val_acc)

print('test_acc:', test_acc)

return val_acc

# RB{LORIT
# 77 AN hHnininize=FalseTH ). SEARRALTHBH. 774 hToK
results = ax.optimize(parameters, evaluation_function, random_seed=0)

# FREDMT
best_parameters, values, experiment, best_model = results

# BONIERBLR/NTX—&
best_parameters

86



4.2 AXI(CERBNAN—INSA—IDBEE

{'n_mid': 61, 'lr': 0.0027084381673943975}

# RBR/NT X —KIZHT 3 BHBEROE

values

({'objective': 0.9666667057036189},
{'objective': {'objective': 7.13449581416142e-10}})

COFRERELY BEET — 719 % accuracy 75 0.97 BEDONA )N—NRFRA—F %2 FDIF5 T
EWTENANR=NTRA—=FF 2 ==V TRIOKRIET — 5 1T 2 EFRRTH 72 0.76 » 5
KIBCHELTVWBIENDPDET, HEAICRTOLZT AT = IR LT 0.9 RETH
270, 1% BEEREHSES TSI LEEBT L. AR TEAZED S ETLEOREDE
RRICEZDRMBTTELZVEVSHIRTY .

RETIE, WELETEZMA L TWL PyTorch Lightning OEWHR» 5, FEICAA XL
ICEBNAIS=RT A=Y REEITAD Ax DK E TR LE Lz,
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AETIE, WHEBETO LCEZLREBECOVTROTVEEY., AITVYZ7E
N2 AMDBRDONBRERY . FIRICHED O TORS THREE LT Al £BRT
PAPEATVEY, BEOSHEZ D TIH. FPIMBOBOAIL AIEDVWTHZZH
BEOEMHDTVET . ZOSIIREBEFEDS ETHEFBICHI 2HFETOI T
Y UEZASE. Kaggle RERBIRETFIBENRBEITL. Al T2 I =7 OBICHY
BZEEBHELET,

ZOES ICHRFBOETIRBERZG 20T SRE L TEEAPEBICHAR. £9D
FTLLON [REEE] TT. ZLOUBXRBRIBEFSOREEM> TR ETOTVS
fe¥h. RBRICZDABFICHNTOEEA, FD PC (O—HI) TRITEITIBAR.
Uy A DTAYAM—NTERDY T b L 7HEASN TV BEHARR LD THEL
WOTIH, RETRT( —T S5-I aBHT /oI GPU ZRALRFEEABIE
BBREBOTETVETY,

5.1 RIBBEORIRE

AETIE, REMEORRE LTRD 3 2ZBALET.

1. Google Colaboratory
2. Microsoft Azure
3. Docker

W57 77 B — X 2FA L BIREEREAMESFEE L L > THY, PaaS £ LTE
Microsoft Azure, SaaS & LTI Google 7477 > b & 2R T MIXEE T GPU 2FIHTE %
Google Colaboratory. % U THE CIRFA(LEMI MY AN s —ABHEITHBY, u—HL
THELBEE OS OR%5 ) E— P THHIICZ > KA L&D 2 RBH TZ % Docker #%
DET, REMROBRFZIEPICEH D ETH, T TONELTS A THBTBERPLHED
RHTHS Z &3P BB0T, FOHATVLEEL LD,

AREIFHEARIIC Microsoft Azure @ VM (Virtual Machines) B &0 GPU A3# 2 2 {481k
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5.2 Google Colaboratory

Hefiff Docker ZFIF U 7B 2@/ L £ 945, ZORIIC Google Colaboratory 122V T LT
BEET,

5.2 Google Colaboratory

Z T T Google Colaboratory OFIF /1% fBUCHIA L £ 97 MEAFRHEMITRD 2 5
T9,

o Google 7 717~ b (BF§5 THWLFHEIX[Google 777 > b OFERL (https://accounts. g
oogle.com/signup/v2/webcreateaccount?flowName=GlifWebSignIn&flowEntry=SignUp)
A HIER)

e Chrome % L < i Firefox O ¥ Z b—JL

Google Colaboratory (BLR Colab) (&, 2 5™ F_ET Jupyter Notebook Bt Z {23 %
Google ® Web #—E 2 T9, Jupyter Notebook & Web 757 H# ETEICUTO LI LT &
BARELRA =T YV —=AD Web 77V =2 arThh., F—yFORBLME, HELE
THELAVSRTVET,

o TUSILDFETE, TORROMER
o XERMFHL EDOEBOEBIIC Markdown % I FIHE

Colab TIIERIT GPU SEATEEIH, ZDT V¥ LARBK 12BMTHATLES &
b, MHERETHNEALEFRRREABT 2BENH D ET. ZUHDHDO I 513, By
P ORMHBE THRDOIMENZLA L RO TRICT 2RERH D ELAN, FREIHICHE->TH
SBRBERDT T P —E2XZ2FAT22E LT, REZEIDEIICLELE D,

Colab ZR<

F 91 Web 75 74 T https: //www.google.com/ IZ7 7 A LT, Google DEADT /17
YrZuZ Ay LTLES L,

T4 YT Lzb. ROBEED & 512 Google Drive D RX—VIZHEH L £ 3. Google
Drive &i&, 77 A VAR ERRETEDZ LTV IFTA VA ML —VHF—EATT,
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5.2 Google Colaboratory

‘- KS4F Q KS/TERE

47 > PyTorch ~
7ALY

I7ILOPyTO-K
FANIOF 9 TO—K

Google K% h

B0 Py @

Google A7Lw Ky—h >

Google 251 K

B Google 7x—4 >
@ Google RS

O Google T1 <77

B Google ¥k

&, Copy, URL to Google Drive

Google Colaboratory

£ Google Jamboard

+ F7UEEM

Z T Google Drive 75 Colab 2{2 % & 512% 0 % L7z. Google Drive WICIEZE 7 # )L
SFERMERLT, BRET7 vy 7a0—FLELE Do TH LT DERPT 74 LDT v Fu— F&fF

ST BELETHEIZ Y v 795 EBRBESRRESNET,

02 #Lw7ALy

B Google K¥ax>h >
Google R7Ly Ky—h >
Google 271 K >
zofe >

RERT =5ty %L Google Drive LIZ7 v 7a—FLTHWT, Colab LIZERLT

W ZEILRDET,

J—=rTvoEktl
Colab _E® Jupyter Notebook % DA, B/ — T v 7 EIFU'ET,
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J=FTv R, ENERENE T Oy JEBBROZENSTEET. HLL -+ T v %
o 7z BEHIE, MLBPNTVAVELN 1 DEFHFEEL TV HIREICLZ>TVRET. ELOR
florcrzruvrdrs, ZOVLEBRTEET,

TV, A=FELVETFXR MO 2FBHNSHD ST, I— FEUIE Python DI—F%
BERAARETTHODEN, TFAMEVIE Markdown ERTHEZEL 2HDOEILTT,

ZNETROELY A FIZO0T, IV LBHLLIBEMALET,

J—ktl

I— FE)lid, Python DI — FA2EERAA, ETTEBLLTT. ETTHIC)R, I—FE
NVEBRUIARE T, Ctrl + Enter ¥ —% 7213 Shift + Enter ¥F— %L 3. Lic, LTD
HNEZEEIVICEA L, Shift + Enter F—%§LTHTLZS 0,

print('Hello world!")

Hello world!

F LTI [Hello world!] &V XFFINFRRENBIETTT . BIOLVICBEERALDOR
Python ®I— R T, BXS5NXFHN2FRT HMMTH S print() 12, *Hello world!” &
VO FFIZELTVET . CNESETLILD, ZOMBRFFICERSNTVLET,

TFA BRI
T F A ML TE Markdown ER TREBR SN XEEZRVET. TFAMELEZY VI L
THREE— FIZT 5 &, Markdown ER TREEZEMT 5 0ORENRILLIICHDET,
ZORIET Shift + Enter ¥ — %9 &, TONEDFERIIRD 7.

Colab »*5 Goosgle Drive Z{%>

Google Drive #, Colab THW/z /) — b7y 7 5FHTEET., /— Ty IHhTa—F
EEFTUTER L7 7 A LB ERFEFELZD, HIC Google Drive LICRESNATWET—¥
ERABRAIEDT B ENTEET,

Colab £® /) — 7 v 75 Google Drive 2{#5121%. Colab EH®DY —IL%{f~>T. /con
tent/drive &\25 PATH IZBIfET 71 > D Google 775177 > b %> T % Google Drive
DAR—=A%ZTTY FLET,

from google.colab import drive
drive.mount('/content/drive")
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5.2 Google Colaboratory

D) —=+7 v 7% Colab THLWT 2SO TENI—FLLEETLLBAR, RDELS
BRAYE—VHERENET,

Go to this URL ina browser[https://accaunts.go_ngleAcom/o/oauth2/auth7clieng id=]

Enter your authorization code:

RIS TRRENTWS URLAT 7 EZALTLEE W, §5&, [THY Y FOER] &
BONLR=VIRY, TTIRATA VFEADBERT T A 2D Google THY ¥ +OT A2
YRA—=LNT FLABRRENET, FIALZWT AT b 27 ) v 7 LT, WICHATL 2
S,

Wiz, [Google Drive File Stream 7% Google 7 17> hADT 7 A%V T AMLTVE
T LHEPNIR-JIIRUET

B

Google Drive File Stream 1*
Google 7Y "hADTF7 7 €A
ZVJIRANLTWET

AT [HFA] EBPNIAY UBBBDT, ThEZV v I LTLZS W, T5&, ROK
SRR — FARBSNIR—IABH L T ME TR MBS 2EPLTRET).

93



35 5 REEE

Google
ns14y

ZOI—REIE—L, P7VT—Yavicy)DEX
THORFTIEEW,
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ZDIA-FEBRLTCIAE=F 20, ARIKHZBT7A 2% 7Yy 7L TaAE—-LTLE
&b,

LD ) — b7y 7R, [Enter your authorization code:] W5 Xy =YD TFIzHB%E
I, BIEETE— LRI — FERED 113 T Enter ¥ —%# LT 22 &1, [Mounted at
/content/drive] &FRENS, EHIZTT T,

WOWNBETLA LIV EETLT, BSD Google Drive 75 Colab 5 7 7 & AR[KEIC 7% >
TVAHZEEWHRLELE D,

# "My Drive' OREHSHTVIER VY bFIFEATLATVET,
!1s 'drive/!

ERTEITLTVSDIE Python DI— FTIEH D £ A, Jupyter Notebook Tl I—F
LIV 1] BEBEICHOTLRTREIICERSNE T, [11s] & WKL T+ L7 Y
ORIEHZT 7 ANELRT ALY P)O—KERTER, EVHIRKTT.

Colab OEfGa—bMhY b
Colab OEFRHICELD Y A TOEELEILOEY - BIMNZEDRERTHIE, A=a—»
SHETHEEEBAFHELINC, F—K—Fra—thy b2RHTLZHELHVET.
WICELED Y a— Ay bF—2FLDTBEET. ZLDOYa—bhy bF—3TERIC
ZoTHBY, T Cul + MF—2MLTHS, ZhZNOBEEICE>TREZZAYY FEAS
FTHFIHCZ>TVET,
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5.2 Google Colaboratory

L] avrk
Markdown £— FAZE | Ctrl + M~ M
Code £— FAEHE Ctrl + M =Y
L DEFF Shift + Enter
V% Eiciamm Ctrl + M~ A
V& FICiEm Ctrl + M~ B
e Ctrl + M — C
LIV O/ 1 Ctrl + M = V
L DME Ctrl + M = D
SUARA s Ctrl +/

Ya—bthy FERERTHZ0 THEEREICESHZOT, HoTnEEl s,

GPU %{#R7 %

Colab Tl GPU 2R T TE &9, MYRETIE GPU 2ALAVREIC LTS
DT ChEEETIZBEFHVET. GPU 2{E/HT 21213, HEFE LD & 7O H ) [Runtime)
(5>%424) #2Y v 7L, [Change runtime typel (5> %41 LDF A FT2EE) ZRRL
7,

Z LT RO &SI [Hardware accelerator] (IN—RK7 77 27+¥ 5L —%) % GPU ICEH
LEd,

VWAV ¥ 3

SYILLDILT

Python 3 -

\—=K9z7

GPU ) - ®

O co/—+7yo2RET BRI FEILOEAERAT S

Frvel RE

ZNT Colab LT GPU 2{ERTEA LBV E Lo RELLTRINTHATY. T
QCIREBLZWHBICRT>720 T BEBESEELVE LI OB BOREEZE LT
<NBDT HHLEL &,
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T BRAEDP SWMHOBBEOMESEICAZ D T . Microsoft Azure (&, FFEER IT 70
Ty Y aF BT TV r—va eV, Fus, BECERTELE/EI I7 Ry —E
AEHAE L, BESBAERI TV I2EEETHD, Y- ARMARBEDOT -5 ¥ —
3V bT=Z 2N LTERESNTOVET, Azure Tk BIFADY =, 7TV r—var, 7
LV—LT—=U%FRA L, HEAGHFTHHICEL RE T U 2752 ENTEET,

Azure 7H 2 SOERL
WIS Azure 77 ¥ POEREITVE L XD,
e Microsoft Azure : https://azure.microsoft.com/

EFEOURLICT 7R HE, ALIC BRTAT Y] ORY U HHEOT, 2 6F
ISR >TTAY > M EIERLET .

K=o  HAA

A—=NT7 FURAZBHT 2 EMHREA—AFES DT, BEI-FEZANLTLILES 0,

96



5.3 Microsoft Azure

Fhov O

2ri. wERRER>

WLuX-1 ZKLXER

LYy A= FOREPEANERE AT BEHEFIZRSNET

ERTHY

(REMessLs, ROTMLRoT L, BEHOTATY
NEMWERNT S, ChoOREERELET. IRNEE
it Sty biag

BARGRE-BTSRRERRLT IV, TO
REYSZLUTERA, SEHORY
—RKGUSS. SEBOY-aITHT SV ER

Avazen. wesn [

g

3 wa oo s
Semcray

RIA-LTKLZ @

2oman TS am. TanEL
R

noRAH

97



35 5 REEE

REFHEZLA L. LITO [Azwre O ZFIAZMKRTEE Y] OBESRRS i, FIFT
BHEARIISET T

Azure DZFIRZERBATEET

FECHMLT Azure ORBOBHEEHETS

A—SAERALT. U~ XENRELURRT SHRPIAT an-nzu mmx» llb'(747 TWXT)‘_”!“’%”’ Lcat
AR R AR AERACRT. <07 CONRERDY SKTHBLT:

- mesons

+ web 770t

- SQLF-PA-REFTULES.

BRERRT S0, 42T IIKTRS

+ DevOps 577 aR—KDNAFTAX FYFINTRE - BEM

RBISEERS
AT - R

+ 2019/12/19 0200 5T (544 /=R E)
2020/1/3 0200 55T

202071790200 55T

e ] BAATRBERT TS

B® Microsoft ©) cithn

THT Y POEBRPKEDY & Lize MIDTTHY > bEERT 5 &, BT 22,500 507
LYy MW TEE T, IVO—HELTT 1 =7 I—= U I TRRBTA LI LYY b i
Ty BYBfE>TVEEL LD,

Azure R—&cni( >

RIFEOEED S [R—5 VBB 270 v 7 LEL LS. BRAAECOVTHET 270
2 (Y7 =% EVDRNBRRESAETH [ETHI] 22097 LTA—LICHE LT
LIES W,

98
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Microsoft Azure A& S T %
s s, RRESRC v,

s

ARV AEEBRLTHED
TATR ERIFEY Y 2 U5 EFTHELES. CORBYY YOI LEIZREY
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Microsoft Azure

TR—=L > Marketplace > NVIDIA NGC Image for Deep Learning and HPC > R >~ DIER

REYY YO

o MEECEBUE LR, BEERRT B, TTEZYYILTCEEW, -
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Azure VY —ATN—=THDV Y —ADT =% (Azure DS EEE LY Y —ADFIR) &,
P—CRERY 1 —F RIS, $TAZY T arleTdnd, ¥ 727V Fvavicko
T 7RAABERY =V a vy TEITROOLNTVET, ST TIRKETERZBRLUE LS, 7
74t DFERAIIE 4 EEDSNTB Y, NC6_Promol 27+ —5 % 6 BRBEZDT,
ATHOBMERSBEIC R F L,

Azure K—=F VD [F—L] — [FF] — HLOFR—FYZTAM #5627+ —FF&E
FYIIAMRESZESFTEETH, BREARY 7227 7Y 3 VI35 & EFRHR TS0
Fhh. RBRGHV TRV TV avic7y T/ V—FT2RENHVET.

Microsoft Azure
=i > §i# > FUWIK—F UZTRR > HUWIM—F YUZIRE
FMLWHR—K YOI

BX YYa=vav =2 ] MBS LU

WR. YTR7V7var, (ERER0) BlNE. LR 2—9TRICHT SMAOY K- M ERIBI
HOFUWYR—h YT IANEERLET,
MEACRbLCUTREZATY 3V ERRL, (BF) ¥ TERMI L XY, ERCHULVWVERERNI D,

MEERRICHAT SOLRISET,
* MEOmS [v=exen72507v3v08m 2= V|
*YTAIUTVay | #EIBUBAR (Sble6Sc-b3a3-dea7-acdc-7dddbbbeef26) v |
CHROYTIA7 Y 7Y aROnenEAR, 25
=% 0]

Tho 72—95|2LFEYIIR
L] h‘!bklﬁ(ﬂlﬂ&%‘l'i)’f/}’/‘)7/:/&//7’/\/ K BET<EEW, HENE

[R=b] = [Py T T V=Rl pEHTRAIN TV a D7y TV —REHHETEET, ¢
BREHICLZVETH, BHHEARTS5->TWV15 22500 M350 7 LYy b2 %L %5DIT
B, MR LYy MaDh B & ERBEICBITIShET.

104



5.3 Microsoft Azure

[——

79770k
PyTIL—K

Asre 779 . LT cancuas c. PyTIL—KLTCREN,

YIAIUTYIYORLLEREANL. PH—h TIVERRUT. (77 77L—K] ERRLET.

VIRIYTYAYOILY [name77AP TR
oy

SUR-L 73088 @ Developer 75 vae/n
By, oom syt . REOSH 9 WIS FRSMETT I Z AL - R ES
4 WRORKYEY, DRNGETONME ) RRRRARTY,
Standard 737 V112008
FoLTRALTOERIRT 77 —2 3 KHUT, 20 MR 365 BRNOT 2= AL Y~ h ERETEHTERT. DAND
ETONMIE 2 AR TERTY.
Professions Direct 73> virzo00/
EVRAERURGT 707V A EMUT, 250K 7K/ 7 ERSEALIERD. XM EABLEDTS
. 249 365 Looa. mmE TN
o1 mmEncy.
FOZDNR—BL )
7 DL = RGN, BHSIE Micosoh Premie K= FONRTY.

Ty 77— RICbEESH Y. AERErEVEEFREVYR— b2 Y T LITRZT S
ZENTEET, SERERO [T/ $R—rAL] 2BRLTBEET.

T+ —F OB E LTV IR PRERELTCOERAD, REREHY TA7) TV avic
THE7+—FORIRHF Y —ParHzh 20 £THEET6NZ0T, $H>—EFEI D
FERICR->THEL &S0

=LA > Marketplace > NVIDIA NGC Image for Deep Learning and HPC > {RABY S DfFRL

REY Y DR

W/ RECEIHLEULE

ERTEZ Lz 7O ETIXHESIPPEDT, FoTVAMICZ 4+ —F D5 Y 7T
APEEFLTHELE D,

J#—2DEIEEFV VIR

REBLHI TAZYTYa YTy T L—FLES, VIR ERAHRBICE>TH
EF. [FTATYTvav] KRGHLEFTAZY Ty as @k, [7+—5OME] ik
[2YEa—5F 127 /VM (27 NCPU) OHFTAZY Ty av] #BRL, RAEATL
&,
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= Microsoft Azure
=L > > FUWSHM—R UZIZR > HUWSK—K YITRb

MUWYR—F YOI b

BF YYa=-vay k) MBS LU

WR PTRIUT YAy, (ERERC) BNKG, R1ci2Y 21— WRICKT SMEO YK ERIT B
DOHLWI K~ YUY TR NERBLET,

MEACROLCUTRESATY AV ERRL, (B85 5 TERMELET, ERTHULLIRERNRT L,
MAERRCHRT BOLRIE XY,

* MEONS [(v—exev727975308m72-% V|

*HIRIYTYaY

* Y A—5 OMM u AYE2=F 1Y NMAFNCPY) DY TATY \/u

BOT, VI IAMORMEBEZ LTVEET, FA— MERPEELEREZA LTS
Vo TTTRHFRALS Y MY 4 =Y ORMTT . SEIEHBIE DRETEH 2], 44 X3 [NC
Promo Series|\ [DSv3 Series]\ [Dv3 Series] ® 3 2T 100 2 7% )7 TZAMLET, 255
OBZEATHAPTHICIE 100 HBNEHFTT . MBI X > THIRS LRAH D, Y 7T+
BOBZVILBHVETOT, ZOHEYFR—PERBHLTLES W,

IA—5ORM X

F7O4EFL O
[vv=rx=x—vv— V]

)
[(oxm) xmmms 2 ~

HETER 2
-0
[ standard

Standard *
[3marmranzLr V]

M yY-X RED vCPU MR WL vCPU OB
NC Promo Series 12 |

DSV3 Series 10 100

Dv3 Series. 10
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ZNTRIFHEEMEL, VI TAPEERLEL & D,

Microsoft Azure
=L > i > WUWHK—k USTIR > WUWSK—F UITI
FUWYR—b UOTZ b

E 23 YYa-yay B WRE SR

BF

EHEOER Y—EREYTRAIIT Y3V DR (I 2—%)

YIRIUTYay FNHIDYTAY T3 ((Sble65c-b3a3-deaT-acc-
7dadbbbeef26)

7 A—5 DR AVE2=FAYINM (AFACPY) DY TRATY T2y
LERoOsM

HEMN, R, 751V —RYY—
R BV Y YT RE, RARE CKERLELOEREINET,
73418y = KY Y= BERRUET,

L]

EROME LA
Resource Manager, WESTUS2, NC Promo Series 100
Resource Manager, WESTUS2, DSv3 Series. 100
Resource Manager, WESTUS2, Dv3 Series 100

= A
sug - RIROBE
Y=~ T Basic #iK—h
BER R

Y- EE a4

BRSE BFX—I

EREOEN
x=

VIIAMET TG BELIZA—LT FLAZREFFESICREFEETOT, BRES
FELLEV. COFEEBDIESHEISICEHA Y AY Y AR KBRIHEALLVWEEZEICES
CEBLKYIIZAPTELDT, HATHBLELVLTLE D,
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R— b ORK

F7aA D57 Uiz 5, SSH #EHT Azure D VM A7 7€ ALE T,

FPUALDBRTTBE ROKIINTY v 77 FUABRRENS 12D,

ATBEZELED,

7y PFPELR

Azure ARy k D AL

: 13.66.174.83)

774X—hIP7RLA

1 100.04
NTVY 7 PPRLA. \
T3A4R—hIPPRL... :-
xRy NT—0/97 ..

DNS &

: pytorch_study-vnet/default
: R

ART= Y~ D BB L

ZOT R A%

F7z. TOHITHES Jupyter Notebook T IP 7 RLALSIZ, K=+ (AODD XS5 %HD)
FE 88 MALE T, BANICEEF2) T4 REELTA LF 274 R- MESEHL
SNTVRD. COR-FERITP2BENHDET. COWEETDRVGE, K-
FAZ > T3 72®. Jupyter Notebook % Azure EIZ3i5 BT E o> 72K RIEA VW EWVS T

CIBDET,

A= FORRIETA RN=D [y bT—=2] BTV ET. Azure Tk GUI TH— b OB
RETHTAZOT, ETHMBETY . YT [K—bHAIZEMT 2] 27V v o LET,

[BRI] ICEY A RRIZIEE LT kR —
NE R— FHBO D ONIEHTZT LET

SHEHMTRICADET.
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) BEE*1YTRAOEM X

kikagaku-nsg

£ Basic

V=20
[(Any <]

V=2 K—MEE * O

%O
[(Any V]

ReH— MEE * O

8388 ) v]
Zakan

TcP uoP icMP

Fyvav:

0 5

. 240
[1040 ]

&~
[Portesse | v]

SSH T VM A5
FHDI|ESNIZIP 7 FLAZ I E—LTHEE, macOS DK & Terminal. Windows D753 Git
Bash #ig#%, 20O IP 7 FLAZEELE T,
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> ssh kikagakue</S7 v 17 KL 2>

MHTOUT A OBERRD &S BHERPERSNE TN, RITET [yes] LU TRICHEA
TLIEE W,

> ssh kikagakue</N7 U v Z1P7 KL Z>

The authenticity of host '</N7Uw#&IP7 KL A>' can't be established.

ECDSA key fingerprint is SHA256:Rm+ayBiVkM+nnRmoSoh/hYtnFNyt4oRa70As+bHNaA.
Are you sure you want to continue connecting (yes/no/[fingerprint])?

VM OFFER 21T 27 L ED/ISAT = RTRZ A 2 LTLEEL,

> ssh kikagakue</NT) v ZIP7 KL Z>

The authenticity of host '</N7UwJIPF KLZ>' can't be established.

ECDSA key fingerprint is SHA256:Rm+ayBiVkM+nnRmoSoh/hYtnFNyt4eRa70As+bHANaA.

Are you sure you want to continue connecting (yes/no/[fingerprintl)? yes

Warning: Permanently added '</N7!wZIP7 KL-A>' (ECDSA) to the list of known hosts.
kikagaku@</X7) v JIP7 KL A>'s password:

Oy VBT S E UTROES %y —IFVOBEEICASZENTEET,
kikagakuekikagaku:~$

Z T Microsoft Azure @ VM % FIf L7z BANZBREEEITT T ZIh5id, EE
AT B 2 %8 2 5 72912 Docker %{#> T Python RS GPU BEHEMELE T,

Azure VM AT Docker 2277 &5 EIF%

W, EBIC VM AT GPU %8 72 BRHEEBEL TV E T,

FE1IETHHBNALE LA, Docker i3 OS LRV TORELEEZRHtTHV 7 vV 27T
T ZORBLEMICE D, Windows, maxOS. Linux ZE DK A~ OS ITKIFET 52 &A%
<\ MREEDHIENTEET, LEXE T—HiE macOS THEELTLELTH, Y
E— PP —N—%ED 72 & FITIZZ 2R Linux 2 ANZ OB —KIITH D\ macOS THHE
WELLZFIREBRELHENDEELZDET, 2072, macOS & Linux @ 2 DOFIE%
TNENIBEL CBDENPH D & L. THITH Ly macOS & Linux b THEHET % Docker
DRE L THELZITAIE. ZhTho 0S DERRBIZEAELRL, HRLEDSNET. Fio,
Python TRER/NS Y r—I% A4 YA —VEATET IENTE LD & MEPST Tuf %
TARERBEERIBIENTEET,

NVIDIA NGC Image for Deep Learning and HPC IZ1&. #1550 Docker D RHHL TH
2 19.03 BRAPEA VA= LERTVET,

110



5.3 Microsoft Azure

NVIDIA Container Toolkit &i&

Docker TRAVEMNZBREAZMBICHETEEIHN, TOXETIE GPU ICEKT 5 ENT
EFHA. £ TEELDA NVIDIA Container Toolkit* ' T3, 5 & LTk, NVIDIA
#¥ Docker % &IfE>7:. CUDA BB A A=Y 2 BN LIICT2L00bDTT,
CUDA &, NVIDIA #BIFEL T\ 5, GPU IZ & 2 AFIFHHMAE D H» OBFEBE T, CUDA
% cuDDN (CUDA Deep Neural Network library OB T, =2 —J L% v b7 —J5HHD S
A475Y) 2FREETHATLZOEERICEBZOTTA, 20L& iEZ—FICHRLTL
NEJ,

AER GPU & VM Z1ER
WEH S OEEMIFIC. 1 VM ATEHEAT 5 Docker £ A=Y % pull (¥#7>u—F) L
£9,

sudo docker pull kikagaku/handson_pytorch

sudo i¥, T—/8—Z—HF—HEDFDOL—F—HRTIAT Y FEEFTTHLODIATYF
T7.

Fra—RPRETLzb, SO RXA=VER=RCAVTF %215 EFET. GPU 2R
T BW0I-—gpus 7T a3 YHFRBEICZ>TVHOTERLTLZS W,

sudo docker run --gpus -all -it -p 8888:8888 kikagaku/handson_pytorch

INTAYTFHULE EMFD. HEINIC Jupyter Notebook B35 EAD £ F, ThEMERT
BITid K ER— MM L <IMD/ST ) v I 7 KL 2>:8888 ICFILD Web 75 7 ¥
577 ALTLEE N,

WD & 512 Jupyter Notebook N7 7 & AT ENIZRINTY o

*1 AU NVIDIA-docker £V ARITIFIFRTLE L1z,
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A Kiogaku-MoosoftAzre X = Jupyter Notebook x|+
< C A REIhTUELEE | 13.66174.83:8888/login?next=%2F tree%3F
= Jupyter

Password: e Login

JSAT— K& [kikagaku] T3,
CNTEREMTEMUE Lizo Docker Z X IXIEH ICHIRICBHR 2 HRTEE T,

5.4 Docker

Docker IZDWTIERIRLE L7z, T2 Tlk Azure T L7z Docker & 3 A D fEFH T %
BALET,

Docker O A h—Jb

Docker 4 ¥ A b —LEHTHWLHIX, FRICH>TA YA —LET>TLES WV, &
B, Windows 10 KD FID/N— 3 >, 3 L < IE Windows10 Home Edition Ti& Docker for
Windows #55 & { 4 A b—LT& %\ 7z Docker Toolbox Z{E> DTT A, 5 51k
VAWA EHFH#AMETT DT, Ubuntu 16.04 LTS fli2 1 > A b—)L LT, %5 51 Docker
EA VAPV LTES IS HEPS LNERA. BLLUBRRUTOEBVICTAESD PCO
N=Pa vk ERHRLT, BEMRET> T2V,

THI2 MO

A YAN—=F—%57 U~ K9 BRI Docker Hub® 7 H77 > b ASR%FEE %20 9. Docker
Hub (https://hub.docker.com/) &, Docker DA A=Y %HFAT 4 V7T HYRI MY %248
HLTVBY—ERTY. BRTHEVEDDZEHNTEET,
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%docker

Create a Docker ID.

Already have an account? Sign In

| agree to Docker's Terms of Service
| agree to Docker's Privacy Policy and Data Processing Terms

Send me occasional product updates and announcements.

BEaA hTRED
zeh

Windows (Windows 10 Professional £7z13 Windows 10 Enterprise
IF4>avnBa)

Docker Desktop for Windows (https://docs.docker.com/docker-for-windows/inst
all/) ZFHLTA VAP —LTEET A VA P—T—DFHEBVEDEL &S0

Windows (Windows 10 Home ZBENIF 1 >3 > DFE)
Docker Toolbox (https://docs.docker.com/toolbox/overview/) Z4 > A b= L% T,
A VA= VOFRERL %5720, SEIEZOMOTREFEVTHEDTVEET,
https://qiita.com/maemori/items/52b1639fbadble68fccd DAL HLZ LA S L ITA ¥ R
P ZEDTLILEE L,

macOS

https://docs.docker.com/docker-for-mac/install/ IZ7 2+t X L. Docker Desktop for
Mac DA YA r=F—%F 7 0—FOLE, A VA= LEEDTLLEZE W,
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Docker AO¥J A >
Docker OB{EfFE S H#A T Terminal LT Docker DU A Y 2{TVE L&D ROIT Y
F & AF#%. Docker Hub TEUE L7z 7 A7 ¥ MEREASLTHT A Y LTLEE L,

docker login

a5 VIS 5 & [Login Succeeded] &EFREN., ¥EfH5ET TI,

Docker OERE

Docker TEA X =LAV TFFD2OFELBBLET . A A—VRIHRSNBRE2ER
TEBRERTT. TuSIIVITRIETHITADEIBHFLETT . ZLT, ZDA A=Y
AN-REFESEL DRI TFERFVET, A VATV ATHIET 26D TT. ZOA
A=VEHEFLTC, TRPIOHERTIVTFE2ETT, FEE2THEVIWNATT. ZOA
A=V ERMEBIE 2 DOFENH VLT,

12BRYY Y U= FLTELR—RELBA A=V HEIAVTFEITT, IVFFOFT
EOIMBERY T b T2 TEA VA=, EOIAYTFEBEIH LA A—V&IEDHE
TTo SOHEDRAY Y My AV T FORTEEEITI D, T /AN LPTLESZES
SNET. —H. TRNTOFIELHATBPLVEA A—IELEBTREDIIITA VA b—
LUz 6d, HREZERTZZEPELVESTAY Yy FELTETONET,

2 DHIX. Dockerfile &IEIEN % Docker DA XA —Y 2E2 12 DDRET 7 A VI BREHERED
FIEZTRTHZEL, A A=V 2ERT 2HETT. COFBETE EOKIRFIFETA VR
M=V 2T 2T RTHEE D70, REDBOBRBRICBOTOHHAELERTEET. £
7z\ GitHub % &C Dockerfile Z A L. BUFEHROFELMOANHZI L LB TEET, —
H BREMERICLS AL SORLPIAOETRELLEASTA Yy PELTET SR
E3oN

A A=V EEZHERESHLHL—R—ETITOT, BAEVIBEI VT FHEILTTHEXET S
LI APHIEDT, BN TE75 Dockerfile {5 7c 4 A=YV DIERICF ¥ LY VT 200K 0
TL&Do

BTS2V FO—BRUTOEBDTY,

push : Docker Hub ZED Y RY hIAL A=V % T v Fu—F
pull : Docker Hub ZEDY RY MU BA A=V F 70— F
o run: A X—YHSHHROI LT F EIEK

commit @ AT FHEH LA A — T ZER

build : Dockerfile 7* 5#i LW A X — 2 2 {ERK
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AT FOH/VE

ZNTIk WOEATOFEELTRAL TV, IV T FEFH LI TTHEERTL, 1
A=V ESFIEEBALET. Python A1 YA b =L ENTWEA A=Y %F I u—F
U, 2212 NumPy 24 Y A b= L7 LA A=V %ERLET.

A X=20F7r0—K

T B A—V% Docker Hub 2> 6T D TI A, Python DN—Y 3 > TEiZHF 5hiz
A A—=1& Docker Hub LICH#fiShTWET.

uZA N TdBE Docker Hub 54 A=Y %5y a—RFT&EET,

# docker pull < X—%&>
docker pull python

T 51 A—IH Docker Hub 547 Y u— FENET, 70 0—FHEOA A—-TiX
UFRpa<wy FCHRTEELT,

docker images
# REPOSITORY TAG IMAGE ID CREATED SIZE
# python latest 4cofd7901be8 42 hours ago 929MB

LA A— V%% python & LE LA, 7 (tag) EIHENAN—Y a YR HEHT AT &
LTEET. ¥/ 2MA LR VAR latest LIFENBRITMD N~ 2 ¥ A¥Y v o— K&
hET. Python 3.7 DN—Y 3 Y RIGE LA A=V % ¥ 20— FLTHET.

# docker pull <A X—%>:<& >
docker pull python:3.7

AVFFDAEET
AYFFEUB LTS run 2{EST, 70— FLTEA A=IP5aYFFRIERL
E

docker run python:3.7

LAl EROITY FEEFTLTH, AURESAH Y EHA. BRIV TFEEELS B
BT EICKRBMLTVEDITEHDEE A, docker ps ~a DIV Y RTCINETLTLIAVT
FO—EERDZEHTEET,
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docker ps -a

# CONTAINER ID IMAGE COMMAND ~ CREATED STATUS PORTS =
NAMES
# da66dedf5e30 python:3.7 "python3” About a minute ago Exited (@) About a minute ago <>

priceless_haslett

LEOBEROEBD ., python:3.7 ER—AA X —I & L7 priceless_haslett &5 Rl
DAVFFHPESNTOET, ZRld, T2 TFOERIFICE 7Y 2V TIRELATRES V5
LICREDET .

AT FOEBRBERTETVLOTTH, ETTHUENEN %L, T<ICExited ET Y
TFEBILESETLESZOTT. ZOMBEEBIZICE, run DA T arELT, -it %ff
UarEkWTLED. THICKD, IV FFLEEAHNZRATEEZT,

docker run -it python:3.7

Python 3.7.4 (default, Jul 9 2019, 00:06:43)

[GCC 6.3.0 201705161 on linux

Type "help”, "copyright”, "credits” or "license” for more information
>>> exit()

Python OXFEE— RAB L E Lz, EH L7 Python D=V a v 2R3 L, 374 &% -
TWB 78, FMIC Python 3.7 D&k > T TD XS, Docker ZEXIXEHDON—-T a3 i
KTBTANBBERIATADZENDPVET .

NumPy 24 ¥ A h—)L L=\ DT A, Python DREFEE— NTld pip ZE> Z EHNTEE
Hhe TOKIBREZITIZIAVFFORBBICTY b —F1 ¥ NRIEETSHENHVE T
I —RAY b ER, BETHEXICETIZIVYFOIETT, TV PY—FRA b
UT/bin/bash ZHET B &, H—N—cu (2 Uiz &S 7% bash I FPEZ B E—F&
%0&E9d, NumPy 24 YA b= LT, #tAADLPHEELET,

docker run -it python:3.7 /bin/bash
root@8fb75f2f34b1: /4 pip install numpy
root@8fb75f2f34b1:/# python

>>> import numpy

>>> exit()

root@8fb752F34b1: /# exit

INT NumPy O YA P—UHRET LE Lo BRI TLE Sz, 5—Far T
&35 EIF. NumPy #54 Y A b—LENTLEPHERLEL £ Do
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5.4 Docker

docker run -it python:3.7 /bin/bash
root@361achcg9sd4: /# python
>>> import numpy
Traceback (most recent call last):

File "<stdin>", line 1, in <module>
ModuleNotFoundError: No module named 'numpy’

CORROEBY, £IFE NumPy 24 YA =L ULERTTLEDS, 3>—FarTT%
5 EFBE NumPy BARODSZVEVIIS—AEIV T, ZOMEHIZ. %I1ZE NumPy
DA YA M=V EFo723 YT FE, S NumPy #54 YA F—LENTWEPHRE LT > T
FRESZLKBIOBOERPSTT . run IV FREFILVIYTFF OIS ETF2BEITVE T,
ZOIO, —EERLZIY T FICHET 7EALLZVERS>TS, run TR7 7 EATHI L
WTEEHA

EREHDIY T FICHET 72 AT 5IC1E, start b UL ik exec #EWVE T, #EikH
(Exited) ® I YT FOHAEW start, EHHH (Up) DI YT FDHAEIE exec ZEVE T,
docker ps -a T2 DHIDI VT FOERT AL, start THEEHSEEL L.

docker start -i confident_bassi

root@8fb75F2f34b1: /i python

>>> import numpy
>>> exit()

LEORERDOEBY . NumPy 731 Y A b —VEATH S L 2R TEE Lz, Filoay
FHELTED BEOIYTFICHEAS P ERAT LI R EHTEL LS.

AVFFEA A=

NumPy DA YA b= &{F>7:a0TF 24 A= LEL LD FILIMED AL A—=TIT
& Docker Hub @ =% —Z{FIFTHL T L &R L £, Docker Hub N push 95 & &I
A—Y—Z>/<AA=TZ>D LS ILARIEFF TV AV E, push BETSNTLES 1
TYo

# docker commit <AV FFL&> <A—H—F>/<A XA—T %>
docker commit confident_bassi kikagaku/docker-test

AA=IDERIMERS N T2 PHEELE L LS.
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docker images
# REPOSITORY TAG IMAGE ID CREATED SIZE
# kikagaku/docker-test latest 99c3b31f6ce? 2 minutes ago 939MB.

I X=Y%7y 70—k
{RB LA A=Y % Docker Hub A7 v 70— KL%,

docker push kikagaku/docker-test

7w a—FHBET L2562 E DA https: //hub.docker. com/r/kikagaku/docker-test
ICHERAS RS hE T, ThT#lTH kikagaku/docker-test DA A=Y 2HZ B KH12% 0
Ul

AETIIRBEMEREE LT, BRTHEAS Colab, BMANA YA Y A%IES 720D Azure VM
R KL EDNBRBILEAMN Docker DIERFHi SEIAL B LE Lz, BEHBEEEZEY
SNAETTH, BRSHIDZFNET @I IdEE D A, BSAOBFEEESDP LTS
WEHESNHZ EEF->TVET,
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%6% mEigmie

AETEF. BHAHZ1—FNEY NT— U OREBREZNICKBEREGIZICOVNTEA
TVEEY., BIRIMEEENCHIY . THZTHEREF—HEART TRONBDHEHE
BLTOWEEL&D,

6.1 B0 AFT

CNN (Convolutional Neural Network) %% 57812, %3 OpenCV % Pillow % {fif L7z
ERABEOERLBFRLEL LD, 47TV EMALT, HREZEDXIICMILTVRLD
Py TANFEVSIBZREDEI BHDOTHENEZVET .

Python THEI{§%%> 54 751 & LTIk, OpenCV & Pillow SERTT . ERZEA VT4
YRR HLHIC, BICREERIT>TBEELE S,

# Jupyter NotebookIDTDA > T ViR
#matplotlib inline

import numpy as np
import matplotlib.pyplot as plt

EELHRRICHELTBEET,

import warnings

warnings. filterwarnings(*ignore')

OpenCV

OpenCV i cv2 L WO BRI TEHRSINTWVET, OpenCV DA Y A b= LIE—EdH
V. BT pip TRERA VA P—LTERWLOTT A, Google Colaboratory % Docker 4
A=V TEAUVLEBETETTICA YA M= LHEATT . EIR sample.png 12D WL Tk,
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https://drive.google.com/open?id=1n@f11A-KMg5PCQTje1MO88b_S3hh4dDb 75 %7 > 11—
FL. data 7 # LFICBLTLREE 0,

import cv2

cv2.__version__

UL 1]

# EROFHRAH
img = cv2.inread("data/sample.png')

OpenCV IZ#AA E NZE{RIE NumPy O ndarray ER THibh7:0, chETcofEhi
B ZOEEHATEET.

# BRDY S AEHR
type(img)

numpy .ndarray

# Yo XORER
img. shape

(512, 512, 3)

# BEHA T — SBOHER
img.dtype
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6.1 EHRIEAPY

dtype('uint8')

uint8 i& unsigned int OBET, 0~255 FTERHANELFSLZL (EOHEOA) D8y b+
BETY,

OpenCV TIXEI{$4 BGR OIETHEM SN T WS 7%, Matplotlib 2/ L 7z Ei{& OfiE 0
BT, B2 LABAVTRRSNTLEVLET (ETXHRO OBV DY) EEAN).

import matplotlib.pyplot as plt

plt.imshow(img)

Matplotlib #° RGB DJETHMEN TS Z L EFIHRE LTVRHDT, ELWAEGVWTERRT
%7212 BGR % RGB DIRICEM SN2 &5 WA T HUEFH D E T,
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# BGR -> RGB
img_rgb = cv2.cvtColor(img, cv2.COLOR_BGR2RGB)

plt.imshow(img_rgb)

Pillow
Pillow {3 Python /S v 7 — Y 2 EHT 50D P —E AT, #THNvr—V2BHRTES
PyPLIZ PIL EWS AR TEFSHTVET,

from PIL import Image

img = Image.open(’data/sample.png")

Pillow bFMICY T AEHR L THEL & Do

type(img)

PIL.PngImagePlugin. PnglmageFile

Bz 5. Pillow THiAAALEKIIEN: NumPy OFERXTIEHV T A.
LA L, Pillow THAAARERIZ, ZOEEERAEIT ORI THRRTEET,
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RIEEICEDP2VIZK VOTTARELRENE LT, OpenCV i3 BGR DJEICEHICHEM S
NTHY, Pillow i& RGB DJFICHEMSNTVE T, ThEENLEEHEHIC OpenCV, #ik
12 Pillow {85 & PHEERSBH L 2HDT, TRLTLILES L,

Pillow % NumPy OFERUCE#RT % 121E. NumPy O array I2# 97213 T,

import numpy as np

img = np.array(img)

# I ADER
type(img)

numpy .ndarray

# Y1 ADHR
img. shape
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% 6 & BIRIE

(512, 512, 3)

# BAT—SBOWR
img. dtype

dtype('uint8')

JL—Rr—IVEik
T, RENZNATHS 7L — A7 —VEREHLTHE L x5,

img_gray = cv2.cvtColor (img, cv2.COLOR_RGB2GRAY)

Matplotlib @ imshow & RGB A S N AHIHEAZD T, F'L—AF— L TRELZEBAEVICE>
TLELET (ChHARRHLZEBVEBH VDR EEAD).

plt. imshow(img_gray)

ZD®, TV—Ar—LTHBIEXESLT/UY PEFVELE D,

plt.gray()
plt.imshow(img_gray)
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ELSERENE LTz,
TU—AF—VERERELZZEICE>T R G- B D3 20F v RUOE(EN 1 DOF +
IR LI, YA XEHRTHZ LTIV ET,

img_gray.shape

(512, 512)

6.2 BHRABZ1—FNEY NT—Y

T4 —=TT—= VT DT—AZ, EEFHTICHE VT, ILSVRC (ImageNet Large Scale Visual
Recognition Competition) DI Y RF 4 ¥ 3 Y TRROBHFELD ST+ —F5—= 7N
WEE LE- EP SIE o 2 EEDNTVET, TP SHAEE T EREREE TN Eilg
MBOERICBOTHEE LLOERZZETTVET,

EHR O L

CZETREMHAND=2—F VA Yy bT—T&Z2VE LN, BEEZEDKD ICANEHE
LTREAD=2 -7V Ey b7 —ZIKMY AN S LVTL & 52 —BINCH 7 —E{§I3,
HO=ZRETHS Redy Green, Blue D 3 OE{HEZEREDETHKILTCVET, BEI &
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M ZNZhOBESEMNESNTBY, I Ea—F THIHEITIX 0~255 OF S 2 LE
% (unsigned integer) ® 8 ¥y METHHT 5 Z LA/ —RNTT, £/, BS (Height). 1@
(Width)\ ¥+ %)L (Channel) @ 3 DA BEURICIIFEELE T RENICRTIE2E LDBD
BOT, TYIYNMIHELELET,

Chaniiel lwzsl 91 J\ 96! J\ ! 1 l
harls2]er[-[ [ [ [
I 1 Il 1 Il 1 1 1

226[202[153] - H |

Height :*
| — Blue
— Green

Red

Width

FEICRDE. COLSICHS, B Fr RO 3 WLTHRESNDERE, ES5P>TRT b
NEANERET BEMEAD =2 -T2y T =T THR-LHENTLEID. T, ROK
DITHA AN D B> TEIE L TW L HESBLOEET,

xT = [[00~O01+

ZOBFETHNERT PLELTRD ZENTEHDT, BREED=2—FL3 Y T—=0T
WAET EBTRIOFADELSIC, EQOXIICANERE L TR DB EEEXDIBANEZ W
HDTY,

Tld COHMICTDH U TERT 2 HEICMPREEHZ2OTLES D (FhEedbhy
FELHETLEIP) ETIHEL LT, TRTOF ¥ FUICBOTHEREM TV H LT
HERELTWDH, BROROMEEHRER>TLE-> TSI EPRHBEE LTETSNET,
2 HEE LTI, BT A APKREVEGHE, ANEROBDPBRE B HARESHDET, 2L
ZE —REIEDNTNB T 1+ AT LA OFFREER 1920 x 1080 T DT\ BEREAOHEFH
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Bz
1920 x 1080 x 3 = 6220800

EBDET, ChEANERELT, ROBO ) — FO%E 1000 & LIFE, 8T A—=5 0D
iz
6220800 x 1000 + 1000 = 6220801000

EBD, HE2BED/NTA -y 2RBLETNERZDEEA, BABT~EIROT—51y
MIE-TIDNRTA—YORZETET 5OBHENEREX A,

6220800
1000

W 16220800 x 1000
bt 1000

ZITROFBRELT, EXMNITLORAZEZEZET . LA NS LAREROBEDEE )
TYMLET, FTROESIC, EXA M TATRED LD ZEFEY A XITHLTH, 0~255 D
256 IRTLDNT ML (RGB D 3 F v XN EZEUIHE 256 x 3 = T68) L4570, RO
NIA—FORERBICHSTET FLHTOHMULE LD, ZoLSic, AV IFLOA
NOMEEFIOMEIER LTI BT < 505 2 REdhH IR0, 8D &S il 2 R
ERREDTLIz,
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20

X

o 1 2 oss
“l10 12 20 0 7

ZDEANFTLDEEANERET 52 EOFRE. ATTERBRYT MLVOWRTEPSRS 12
UTRHVETA. BOBEDOHT Y FEAVSO T, ROMITRT & 5 ICFTHEC BRI
LTHER M TABEE T, FTBHPEERICH L TRELFETT . TREERM LB T
RELGBETT . WATTRELLBEOESHICA CMBEICH->TnDZERETEL, 20
RAPFREHBREBRTILEZEILLOTT. BLE, T—=Ft Y MRV A WL A LB EEE L7z
BOEBEAHE, TheblilEB8 T 5700, BDAMICREICTSZIEHTEEITH, EBERO
BBESEICERTELIEPREAD, ZHHBICELARVIELEEHVET, HHR
AHH T BRAEOBE T, COMREMRTEZOFEELVTLE D,

@ i’?iﬁé’éﬁ @ Nal
&

> > >

SERRI R 2 R U EHRET OWN 2 FTRISR LS 9. BN OMIEE AR R
FRELIZWES GG, —ROICERO Y L= —VERICEB L. BEOLRVWEREZBREL
Ty BEANTTLTRY MVICEBRLE T N7 PVICERS W ERZANERELT, =a2—
TNERY T =TI RBBT B R IR Y=< (SVM) 2EEXZBL, ST HETN
ZEVE . A HRFTE TOEBRAEOTATLE (554, STHELIfEDATY
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EX DN
EXF
2N
NN | AR
- EzS 4 4R
SVM 3|

LAL, CZCRENH S LICRMPNZTLED e —RENS LLIATTA, BN
KEDESRERREZFTAZIVDOTLEI D, $hoy CA NS SAICERT 5 LA RER
RHEMHES A2 TLEI D, ABITHNIENE LV > ZBOERER—-RICEDLIE L VT
Lo, ZRARPBICBRICLSIGHEATESTL LD, THZHERMEZITbRTI
EH6BVDOTLEI P EXAHTLEDNZVL SV, TOWNICIKIEIHT RE EANEEL
9,

RICCORNTEIOVEREL TS, BRF/EA L2 ERT 5 70ICXEBLRICHEE Lz
VZTHIELBRETEDIIRTNITY XL ERFELELT, Fa—=V T LT, o EHELTH
1H. ROhE 1 2AMUERESD»BEETH D BEBEEMIIKESARAINDEVIRED
HVET. BHEETEIERLEBE-> TOTH, EFLERELBESH 570, TOHEELR
LIS ZTHBIBENHDET,

COMBEEBRT 2008, COFMTHIBARAA=2—-F VL3 v b T—2 (CNN:
Convolutional Neural Network) T DT, LA LTBLTL Z S, CNN OFHHO
ANC, ZHZHRROEBRLUETRIED LS ICHRBREPT Yy VRHET> T e d2ELE
L&,
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1A

o
3

T4Ib% o

-1]0|1 —

-1]o]

. . T12[3 4/—\l 6

0 6]7]8]9

ksize=3 1]12[13]14
16[17]18[19
21[22]23]24

Iy VRHONE I, EIRAEOEESFEICOVTEIT T, ERLETIIT (Va2 EIF
BN260HHD, TherFsrlaitd> T, BENVEBRENET, 74 VYDV EIF
BhaZEbdbET,

TANYEPTHEFEENICEEDES> BAEILVS &, 71 VI DEZEAELT, B
BOFEE AT E LTS AOREAITAEAITO 2 ETT. 74 LY 2PUBEOMEIR

—1x14+0x2+1x3

—1x440x5+1x6

—1x74+0x8+1x9

=6
EnDET, ZOTANYEDPITIDNEDZ L2 EHRAH (Convolution) EFUET. 2T
E740% (I—=3) DHA X% ksize=3 LLTWET (FaFI5IVFOBICIDES> %
ERLTBIBTHIENBZVTT). ZLT 74T 2P T BAER 1DTHLT, £BH
ABDEERITOET, CAERERITNTUH L TGERALTVWEST, COT L2 THTR
EZARTARERV, SEE 1 DFTOFHTDOT stride=1 £ADET,
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O
o=

Z4IbZ B
1oyt > stride=1
rae=
-1101 Z BH
; 121374 E 6
10 7]8]9
ksize=3 1]12[13[14]15
16]17[18]19]20
21[22]23]24]25

H9 1 DERIRELDIX, BHAHEIT> BOERY A XTT . ksize=3 T stride=1
DFE, BIABBOBEUEH 3 x 310745 LRBESOTL & DD TTOEBRT A XA
100 x 100 DA, BIARBOT A Xk 98 x 98 E2 ) £9 . BAAABICEGEY A XNED
&, TurI IV TOBMOMEISEIHIC RV E T 22T BEOEME 0 THDOHNT ¢
2T I ARIMEEITOE T, TAICKD, & 2E 100 x 100 DERTIZ. 2JFHIC 1 D
T 0 THDB/F 125 (pad=1) 2175 102x 102 &%V, THITHLTT A LT DHA
R 3 (ksize=3) DBHARZZMAT 5 &, BAHARBICHEA 100 x 100 &7 > T TLOHR
PA BRI ET

Z1I1b%

-110(1

=110 1

1jolt ole[7]8]9]10]0

ksize=3 o11]12]13]14]15]
16[17]18]19]20] 0

ZOEDIT, EHFLETIET 1LY 2RO TRAAKEREZITV, EROEHRLEEEL £
To TTT ;ﬁ”l//*ﬁ&k
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-1 0 1

=1 0 1T

-1 0 1
DEIBIEEMEST2DTLEID TDEDIBTANIENPFIDEBELY VERIHTEZDT
L&dh.

T, WEOT Y Y EE) 2HEZ 55, AEOMEIH L TABPBEDL S ICHK LT
PEEXTHELED. BZHL, BREVHFKRES BLLEHTMEROHERELBLLTL LS,
Z0D, Ty VERIT B0, BEOELBEAVNELEZS5TT, BLRIIMS %
foTROENET,

FERR

| r—1 x z+1

HIRO & 10, B o 1Sk 2 MEE R THIR f(2) B0, COFR f/(z) HELRER
LTS, 272Uy EHRA TR S M # 2 2T 5 HIH f(2) 2R B  &IXHE
HICREETT . —H. HGROBEICBIAME f(z—1) & f(e+1) BRE-TVLAHOT, 2548

#2305 EROB X
_fet) - fz-1)
T @+l —(z-1)
_fer) - fz-1)
- 2
TREPTEET,
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fa=1)| f(2) |f(z+1)

ERDOESICT VT ZPTEE
—1x flx—1)+0x f(z)+1x f(x+1)
=f@+1)-flz-1)
PEONET. EREERAT L, BULBELTHELLZWVEE BT ErDIVET,
DED, Ty IBHHELTBAL TV 7 4 LY OEIGES ICHRD - b DO TIEREL . OELE
ERBLIZVEVWSBRPH > TRESNAHBDOTLE, —RELSMHELMEICRZZHD
b Mo F L LAERKAER>TVLEDTT,
Bl UTRBA LIBATAOMS 7 4+ LY 2 FELTWEE T, AL LA 7 LFDZ &
EH=FNEBIRY, 2 FNDY—2T—F T kernel LI BB KL EbNET,

# WAMDWA T 1 L2 DEH
kernel = np.array([

(=il @y 5

=il @5 1,

(Bl Gy 1
)]

BHAH (Convolution) DEHEZITFTVEL £50

# BHAHRE
img_conv = cv2.filter2D(img gray, -1, kernel)

5565270y PLTHELED.
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plt.gray()
plt.imshow(img_conv)

0

100

200

400

200 300 400

AN UCHEP ISy VPRHTE T2 EHNBERNICD» D £,
MAMBHALTHEL & Do

# RBEOWAT « VEDEE
kernel = np.array([

Bl =1, =i,
[ e, o, o],
L i 1, i
i)

# BHAIEE
img_conv = cv2.filter2d(img_gray, -1, kernel)

plt.gray()
plt. imshow(img_conv)
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0

100

200

300

400

BOREN LTt NI ELT, FTITTANFEFRLT AN EERBNILET .

HHBOMD 7 4 LT E—RMAOEMEFFALCOE LS, TSIV 7Y T4 LY TR
WMAEFALET, KM E & —EMD Liile S SIcia Listiity. 97537
7 4 LY BB OT A EEET 5 LN TEET,

# ITSITUTANEDEE
kernel = np.array([

Bl Uy 15

(i, =5 1,

(il iy ]
n

img_conv = cv2.filter2D(img_gray, -1, kernel)

plt.gray()
plt. imshow(img_conv)
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LT LSk ADOEROFEE LD, A XERETHHRBZETAVONSE T 1)L
5T T4NIH3x3DIBHRTHRSNEGE. ZNENDT ALY DEZNS1/9 L7510
£9,

# FBLT A NEDEE
kernel = np.array([
(il o i,
i, U i
Bl e

img_conv = cv2.filter2d(img_gray, -1, kernel

plt.gray()
plt. imshow(ing_conv)
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714 &Hmh5 CNNA

Ty PRHOT 4 VY OMEIEDR D F LI, WOMBEE LT, REBEHFTB7:007 1
LE DAL DTLEI Do Eiey BRERETEST A LI DEBLLOTLEID, T3
ErBHE, —REMZIICRRAS T4 LI TLEN, TO7 4 LY DMEERET 5T EHTE

BYNEES CEHTES, COTANIDEERDZODBEL VI AT THBI ENDRPD
E3

ERF
e 551
w2 NN | AR
- - E3EES i 13
Iy WM x3

BIAH+LEENN
CNN
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TERDERRHAPHINR— Y OROTNIEET B E. TNALIBANT S CNN B, ZOBAHRAH
LLREE NN O & 2 — LS, ZOTOLARTRTC=a—F3y bT—JORICEREL
725D TT. CNN OHBRICK D, DEIOREEICL > TiTbh TR L2 B#LTE 2
KB EL,

=

Tution Pooling
—

CNN BIERHEDON T EERAED T + LF i 5ERZB/THED. ABEREH KR TE
BEIBT AN EEBRLETRODZEHSELVOTHNIE, Thb—HD/IFA-FL LT
FHSENEEVWEEZE Lz, 74 L7 2DPTTH LVEIR%Z LR T 50 % Convolution,
E{RE /NS B5MEE Pooling LIFUE T, HICEBULEREERL, ChE 1248
ITHENL T W AR EICAR VIR L TWE E . —f%IC Convolution DMIETIX, L H& 3
F ¥ RN TH o1 ERE 64 F v 2y 128 F ¥ 2y 256 F ¥ R)by oo EF v RILEHEPL
TLwEET, LT, EfREMILTOLE BRALEEED=2—F VAR Y b7 —7ITEANE
DVTWLHEFBRTENE T, TOLSIT, KEREREMELZHFSBLITPSILTRE
9, THTHIET, BINPSRT MLELTHVRSTULEI LR M T ARKNT, T
EROAERBRS LBNERTEET,

6.3 CNN DEtHE

F—8ty FOHER

SEOTF =5ty PEREFTIRAL, K<EDND MNIST £05 0~9 ETOFEENF
ARV ET BRICET BT -5y b2 X ES LI Torch Vision £V 5547V ICk
EHENTVERH, ZOFEVHEHATHEEL L,
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import torch
import torchvision
from torchvision import transforms

torch.__version__, torchvision.__version__

(*1.3.1*, '0.4.2')

transforms.Compose DT, F—4% Zi#HARAALKRIITHONEEZEFHKLE T, PyTorch T

29 5121 torch. Tensor & W HEITEE T 20 FEHH % 728, ToTensor() ZHVET,

transform = transforms.Compose([
transforms. ToTensor ()
B

torchvision.datasets 7> 5 MNIST ZFAAAE T o

train = torchvision.datasets.MNIST(root="data’, train=True, download=True, transform=transform)

Tty rOFEZEELTHEL LD,

train

Dataset MNIST
Number of datapoints: 60000
Root location: data
split: Train
StandardTransform

Transform: Compose(

ToTensor ()
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# YT

len(train)

60000

# ANfEE BIRED S TV THEH
type(train[@])

tuple

S TNVTANEE BEESEMSNT VA0, BRESEEET 5L TTNTIERTE
%9,

# ANfE
trainfe]Ceo]

tensor (LL[0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, ©.0000, ©.0000
0.0000, 0.0000, ©.0000, 0.0000, 0.6000, 0.0000, 0.0000, 0.0000,
0.0000, 0.0000, ©.0000, 0.0000, 0.6000, 0.0000, 0.0000, 0.0000,
0.0000, 0.0000, 0.0000, ©.0000],
[0.0000, 0.0000, 0.0000, 0.0000, ©.0000, 0.0000, 0.0000, 0.0000
0.0000, 0.0000, 0.0000, ©.0000, 0.0000, 0.0000, 0.0000, 0.0000
0.0000, 0.0000, 0.0000, ©.0000, 0.0000, 0.0000, 0.0000, 0.0000
0.0000, 0.0000, ©.0000, ©.0000111)

# BiRfE

train[0][1]

5

# ANMEDY A X -> (0:channel, 1:height, 2:width)
train[e][e]. shape
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torch.size([1, 28, 281)

ATMEDY A RICHEBT 5 &\ Ei{§h (height, width, channel) DJETIZ7%& <. (channel,
height, width) DIEICHEMSATVAZENDRPDET, CNN THRIBEICIE. ZOJEICER
THPETNEED A 72721, Torch Vision ZESHE. 5o 7208 HEIRYICHER
T TKNETOT, ERE IR LA THRIED D EE A

ZNTIR RLICF—=% 2y bOH O TND 122 7Oy hLTHELED.

# (0:channel, 1:height, 2:width) -> (1:height, 2:width, 0:channel)
img = np.transpose(trainf0l[el, (1, 2, ))

img. shape

torch.Size([28, 28, 1)

ing = img.reshape(28, 28)

plt.gray()
plt. imshow(img)
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I

F A MAOE% 1 DFWT. convolution = pooling — fc DAIEDFN ZTERL TN EF
Lxde

import torch.nn as nn
import torch.nn.functional as F

MNIST DEfRD 1 DHEZFALES.

x = train[0][0]

PAREHRLTHEL LD,

x.shape

torch.Size([1, 28, 28])

Z551&, T PyTorch TS T LD TES (channel, height, width) ¥ &>
TV, ZOEEMALET.

PyTorch THEE S 7z Convolution ZfHVE L & S, torch.nn I Conv2d AABESNTVE
To FIMONBERIUTOEED TY .

e in_channels : AIOF ¥ 2L OH

o out_channels : HIIDF + F LD

o kernel_size: 74 L¥ DY A X

o stride: 74 LY EBHTME (77 )L Ml 1)
o padding : EROIMUZFSH (77 + )L MW 0)

# BHAHZBOERE

conv = nn.Conv2d(in_channels=1, out_channels=4, kernel_size=3, stride=1, padding=1)

BEELLRRT, 74 VYOESNT Y LEHDIRONE T, hE2HRELTAHEL LS,

conv.weight

142



6.3 CNN D5tE

Parameter containing:

tensor ([[[[-0.3171, ©.2042, -0.2792],
[ 0.1189, -0.0790, ©.2038],
[-0.3249, 0.2486, 0.1692]1],

[CC @.1925, ©.1097, -0.0998],
[ 0.1183, -0.0529, -0.0448],
[-0.2012, -0.0937, -0.3142]1],

[[[ 0.3256, -0.3006, ©.0958],
[ 0.1870, -0.2407],
[ 0.1866, -0.0917, -0.2225]11],

[[[ 0.0203, 0.2160, 0.0926],
[-0.1871, -0.2142, -0.1378],
[-0.2802, 0.3110, ©.309411]], requires_grad=True)

conv.weight.shape

torch.Size([4, 1, 3, 31)

H4 & (EHEEDchannel, ADE&Dchannel, height, width) &&->TWET., D
0, ZOBAIR (A, 3, ) DT ALINF 4Ly MERSNTVET . channel=3 O 7T —H
BISHLTT A LF 2T 2B (3, 3, 3) DT AIH 4ty MERSNZZ EI2RD
E3

ZHTIE, EH# LU conv ZANE X ISHUTHEALE L £ 5. BHIEI= Ny FRUTAN
5720, YA XX (channel, height, width) Tl&7& <. (batchsize, channel, height,
width) &%V &7,

s

batchsize=1& %3 &SI U4+ X => (batchsize, channels, height, width)
= x.reshape(1, 1, 28, 28)

BHALER

#
X = conv(x)
x
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tensor ([[[[ ©.1382, ©.1382, O.

®
&
8
©

.1382, 0.1382],

[ 0.1382, 0.1382, 0. 0.1382, 0.1382, 0.1382],
[ 0.1382, 0.1382, 0. 0.1382, 0.1382, 0.1382],
[ 0.1382, ©0.1382, 0.1382, ..., 0.1382, 0.1382, 0.1382],

[ 0.1382, 0.1382, 0.
[ 0.1382, 0.1382, 0.

0.1382, ©.1382, 0.1382],
0.1382, 0.1382, 0.1382]],

[[-0.2280, -0.2280, -0.2280,
[-0.2280, -0.2280, -0.2280,
[-0.2280, -0.2280, -0.2280,

-0.2280, -0.2280],
-0.2280, -0.2280],
, -0.2280, -0.2280],
[-0.2280, -0.2280, -0.2280,
[-0.2280, -0.2280, -0.2280,
[-0.2280, -0.2280, -0.2280,

-0.2280, -0.2280],
-0.2280, -0.2280],
-0.2280, -0.22801],

[[-0.2743, -0.2743, -0.2743,
[-0.2743, -0.2743, -0.2743,
[-0.2743, -0.2743, -0.2743,

.2743, -0.2743],
-0.2743, -0.2743],
-0.2743, -0.27431,

[-0.2743, -0.2743, -0.2743,
[-0.2743, -0.2743, -0.2743,
[-0.2743, -0.2743, -0.2743,

-0.2743, -0.2743],
, -0.2743, -0.2743],
-0.2743, -0.27431],

[[ 0.2169, ©.2169, 0.2169, 0.2169, ©0.2169, 0.2169],
[ 0.2169, @.2169, ©.2169, 0.2169, 0.2169, 0.2169],
[ 0.2169, ©.2169, ©.2169, ..., ©.2169, 0.2169, 0.2169],

[ 0.2169, 0.2169, 0.2169, ..., 0.2169, 0.2169, ©.2169],

[ 0.2169, 0.2169, 0.2169, ... .2169, 0.2169],

[ 0.2169, 0.2169, 0.2169, ..., 0.2169, 0.2169, 0.2169111],
grad_fn=<MkldnnConvolutionBackward>

©
N
>
e
©

x.shape

torch.Size([1, 4, 28, 281)

(batchsize, channels, height, width) Z® T, channels #* 4 I X 722 bR D
9,

WIZ. Pooling 2FE¥ L THZ L & 9. Pooling I& torch.nn.functional IZ max_pool2d &
LTHBEENTWET, A=A XA (2, 2) O Pooling &, EUEDY A XAESFITHD
9,
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# PoolingDiRE
x = F.max_pool2d(x, kernel_size=2, stride=2)

YA RXEHRLTHELE S,

x. shape

torch.Size([1, 4, 14, 141)

(1, 4, 28, 28) =~ (1, 4, 14, 14) &, fhsh TR ENbPDET,
IDKIITLT, EHEOFKBEMHTEE L.

eReELRE

BHRAHETHELIEZ2EEBICANILTVEE T, CITHEELZZDH., T—50Y
A XTY o LRTROEMEIR 1Y FNICOE (4, 14, 14) DF VYL TEHRSATVET
A BRABICANT L ERNY MV TETNEEY ERA. 22T [FYYLRT BV

ICZH T % Flatten EIFITN 2 MEBKREICED E T,

FA I (4, 14, 14) BOT, RTPULTHICE, £T4x 14 x 14 OfEERDE T,

print('channel :', x.shape[11)
print('height : ', x.shape[2])
print('width : ', x.shape[31)

channel : 4
height : 14
width : 14

x_shape = x.shape[1] * x.shape[2] * x.shape[3]
*_shape

784

ZOBfEER S LI (BT, RN NLOERE) OY A XICEET I,

TEET, YA RAEREET I view FHEEVE T,

EREERICAN
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# SERNYS MNUOBREHFRE>TNSSH. Y TNBIZEHTRE
# -1ETBESLSAHOBERICADETABMICRESNS

x = x.view(-1, x_shape)

x.shape

torch.size([1, 784])

# 2REBOER
fc = nn.Linear(x_shape, 10) # 784 => 10

# W EiR
x = fe(x)

X.shape

torch.Size([1, 101)

ZOESIT. BHRRAHFEED O 2 AE COMPERE COTNEHRTEE L,

6.4 Ei5% (MNIST)

ZHTIE EBICCNN OR Y bT—7 2B LEL & D. T—F &y MIE MNIST %{EH
U, 0~9 S TOFESNFZHMT MBSO AT T,

T8ty MDESF

torchvision.datasets 7> 5 MNIST OE{§7T —% £ v b 2FHARAE T trian, valid, %
HAT—%tv b (train). BEAT—Fty b (valid). TAMET—Ftv b (test) ICH1D
FFBHWNEINETEB Y TY, transform IXETHITES L7z torch. Tensor ERICE# T
HUBEAVET .
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# T8ty NOBRB (F—2PRVBAIEST>O—

train_val = torchvision.datasets. MNIST(root="data', train=True, download=True, transform=transf=>
ormy

test = torchvision.datasets.MNIST(root="data', train=False, download=True, transform=transform)

# train : val = 0.8 : 0.2
n_train = int(len(train_val) * 0.8)
n_val = len(train_val) - n_train

# TVHLICHEEITD . ¥— NEEEL THBREEREER

torch. manual_seed(0)

# train&val 58]
train, val = torch.utils.data.random_split(train_val, [n_train, n_vall)

# Data Loader 2%
batch_size = 32

train_loader = torch.utils.data.Dataloader(train, batch_size, shuffle=True, drop_last=True)
val_loader = torch.utils.data.Dataloader(val, batch_size)
test_loader = torch.utils.data.Dataloader (test, batch_size)

Y NI—UDEHREFE
RiffiE CEMUERNTT . 7V HT—ERED T, in_channels ¥ 3 L4 2 Z LICERLE
Lxd.

from torch.utils.data import DataLoader
import pytorch_lightning as pl
from pytorch_lightning import Trainer

class Net(pl.LightningModule):

def __init__(self):
super().__init__()

# BHAHZBEER

self.conv = nn.Conv2d(in_channels=1, out_channels=3, kernel_size=(3, 3))
# SFEBEEE

self.fc = nn.Linear(507, 10)

self.train_acc = pl.metrics.Accuracy()
self.val_acc = pl.metrics.Accuracy()

self.test_acc = pl.metrics.Accuracy()

def forward(self, x):
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# BHAH
h = self.conv(x)

# BAEBT—U>T

h = F.max_pool2d(h, kernel_size=(2, 2), stride=2)
# ReLU B3%g

h = F.relu(h)

# NG MU

h = h.view(-1, 507)

# 1RER

h = self.fc(h)

return h

def training_step(self, batch, batch_idx):
x, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('train_loss', loss, on_step=True, on_epoc
self.log('train_acc', self.train_acc(y, t), on_step=True, on_epoch=True)

return loss

def validation_step(self, batch, batch_idx):
x, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('val_loss', loss, on_step=False, on_epoch=True)
self.log('val_acc', self.val_acc(y, t), on_step=False, on_epoch=True)

return loss

def test_step(self, batch, batch_idx):
x, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('test_loss', loss, on_step=False, on_epoch=True)
self.log('test_acc', self.test_acc(y, t), on_step=False, on_epoch=True)

return loss

def configure_optimizers(self):
optimizer = torch.optim.SGD(self.parameters(), 1r=0.01)
return optimizer
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6.5 B (CIFAR10)

v hNI—00%8
SEIO%¥ETIE GPU Z2HALE T, Trainer DA > A% ¥ ALOKE. gpus OF [FU(ERT %
GPU O¥2{EET 57210 Ty GPU TOERICYIVEX 5 EAHHTT .

# ARDEST

pl.seed_everything(0)

net = Net()

trainer = pl.Trainer(max_epochs=10, gpus=1)
trainer.fit(net, train_loader, val_loader)

# FANT—STIRE
results = trainer.test(test_dataloaders=test_loader)

# RIREICRONIHERERER
results

{'test_loss': 0.20699308812618256, 'test_acc': 0.939648449420929}

BEIET— % ET A PTF—FITHLTHH 98% OEMRTHETE 2 ET N EMETEE L
HHAMAEHRLED T LY EHE X TH LT, CNN RBICHEBTEET,

6.5 Ei%5% (CIFAR10)

MNIST O3 LR : Y bT -V DERTLHIBEOERESFONE TN, 5
LELOLWHEERETHLTAE L &S, CIFARLIO EIEIZN S, IFOX 5% 10 7 5 AD5)
HAEITVE T, CIFARIO i MNIST O 7 L —AF —VEGEERAZD, 7LHT—ERTT .
CIFAR10 ® MNIST &[FE##Ic. Torch Vision IZ7 =¥ty bFHBESHTVET,
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airplane &. = . .=
woomoe S B I W R
i Sl NES ¥ DI

o

cat
deer
dog
frog
horse
ship

truck

TR DESE
F—y DY O—FREF= Ly FOFHET. ThETLRALHATIOE L&,

# CIFAR10

train_val = torchvision.datasets.CIFAR10(root="data', train=True, download=True,
transform=transform)

test = torchvision.datasets.CIFARIO(root="data', train=False, download=True, transform=transform)

Files already downloaded and verified
Files already downloaded and verified

# train : val = 0.8 : 0.2
n_train = int(len(train_val) * 0.8)
n_val = len(train_val) - n_train

# FYELICHRETS /e, — NEBE L THREERR
torch.manual_seed(0)

# train&val &R #)]
train, val = torch.utils.data.random_split(train_val, [n_train, n_vall)

# Data Loader ZFIR
batch_size = 256
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6.5 B (CIFAR10)

train_loader = torch.utils.data.Dataloader(train, batch_size, shuffle=True, drop_last=True)
val_loader = torch.utils.data.Dataloader (val, batch_size)
test_loader = torch.utils.data.Dataloader (test, batch_size)

FEBOY Y TVEEHRLET,

len(train), len(val), len(test)

40000

XY M= DEBREFE

SEEF ¥ FVOR%E 3 — 64— 128 = 256 DL IR LTV ELN S, BHARABDIZTIC
N—=T7 %4 XD Pooling ZfTVET. ZHIE VGGL6 LWHHEZLI Y M7 —IilEESEIC,

SHICHE L2ty b7 —IEERALTVRE T,

class Net(pl.LightningModule):

def __init__(self):
super(). _init__()

# BHALBEER

self.conv = nn.Conv2d(in_channels=3, out_channels=6, kernel_size=(3, 3), padding=(1, 1))

# SRAEEEE
self.fc = nn.Linear(1536, 10)

self.train_acc = pl.metrics.Accuracy()
self.val_acc = pl.metrics.Accuracy()
self.test_acc = pl.metrics.Accuracy()

def forward(self, x):
# BHIAH
h = self.conv(x)
# RAET—) >0
h = F.max_pool2d(h, kernel size=(2, 2), stride=2)
# RelU BI%K
h = F.reluh)
# NI BIAE
h = h.view(-1, 1536)
# WvEHR
h = self.fc(h)
return h

def training_step(self, batch, batch_idx):
X, t = batch
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y = self(x)

loss = F.cross_entropy(y, t)

self.log('train_loss', loss, on_step=True, on_epoch=True)
self.log('train_acc', self.train_acc(y, t), on_step=True, on_epoch=True)
return loss

def validation_step(self, batch, batch_idx):
x, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('val_loss', loss, on_step=False, on_epoch=True)
self.log('val_acc', self.val_acc(y, t), on_step=False, on_epoch=True)
return loss

def test_step(self, batch, batch_idx):
X, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('test_loss', loss, on_step=False, on_epoch=True)
self.log('test_acc', self.test acc(y, t), on_step=False, on_epoch=True)
return loss

def configure_optimizers(self):
optimizer = torch.optim.SGD(self.parameters(), 1r=0.01)
return optimizer

0n7:

# FBORT

pl.seed_everything(e)

net = Net()

trainer = pl.Trainer (max_epochs=10, gpus=1)
trainer.fit(net, train_loader, val loader)

# FANT— S TRE

results = trainer.test(test_dataloaders=test_loader)
results

{'test_loss': 1.1822822093963623, 'test_acc': 0.607617199420929}

ZDRERP S 10 7 FADFHTH B1cD N—A T Y ERDIEMEN 10% £ T2 &, EFEF
RE60% FTREASERIENTETCVET, 128, TNTHERRIFVEREXE A
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6.6 TP7AVF1—=09

TrPAoFa—20T8E BEBT—5 €y FTCEBEHOET VL T—H2HRAL
T\ HLVEFLEMET 2FETT. EFVOMBEESTA—F 22O EIEM L, HEhSH
BLELTOWEERZRILET. FHEOT—5ty bOY Y IUNEBD AV DIEENHE D
HEWHATS, 774 v Fa—o v 72 ERTE HESHET 2RSSV ET.

)y
fszg 0o
RO\

FB
- FREH o R
L [ = -
ResNet - H

FREHETINOER

FERREAETVEHARTAMSNTOETH, ThEhOY A7 ICGDET, HlloT—¥
Y P THEB (T L FBREAETNRERT 2BEFHVE T,

4Eix. ILSVRC TfibNTWV5, 1000 7 5 ZAOMEE BT 25 A7 DEBERET Vi
FALEY. ZOILSVRC O¥FFERAET VR T L—LT—VRITHESATVD ZEAEL,
RICEVWED S ENTEET . T COFEFHEAETLVTRHLTHLIONFLVTL
Do Ffzw Ay T =7 OfEIE. ILSVRC 12T 2015 FEICEEE L7z ResNet &5 b D% {fH
LEd,

from torchvision.models import resnet18

# ResNetZ45#ihIHER & L CREM

model_conv = resnet18(pretrained=True)

resnet18 MFI#T#H 5 pretrained % False ICBRET 5 &\ FEHFEAD/VT A —F AR
I 2y VT OWBRIFHTEET.
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Fio, FREHETNVEFAT 5L XTI, FEIFICHEA L TOAERY A XPERLEED
HBRENDH D E T, PyTorch DARNR— (https://pytorch.org/docs/stable/torchvis
ion/models.html) IZFEEAH 0. FTEROY A XiF 224 x 224 L2V F T, BROLMIZ
transform IZEH L TH L LEFTT,

from torchvision import transforms, datasets

# AREHET I EDEIRILEZEM
transform = transforms.Compose ([

transforms.Resize(256),

transforms.CenterCrop(224),

transforms. ToTensor (),

transforms.Normalize(mean=[0.485, 0.456, 0.406], std=[0.229, 0.224, .225]),
n

# F—2tY hOWRE
train_val = datasets.CIFAR1Q('./', train=True, download=True, transform=transform)
test = datasets.CIFAR1O('./', train=False, download=True, transform=transform)

# train&vallCHE)

torch.manual_seed(0)

n_train, n_val = 40000, 10000

train, val = torch.utils.data.randon_split(train_val, [n_train, n_vall)

# Ny FHA ADER
batch_size = 256

# Data Loader &7E#

train_loader = torch.utils.data.Dataloader(train, batch_size, shuffle=True, drop_last=True, =
num_workers=8)

val_loader = torch.utils.data.Dataloader(val, batch_size, num_workers=8)

test_loader = torch.utils.data.Dataloader (test, batch_size)

FRAOT 5% 19> TUE-> T, HRETORBEHELTVEE L&D,

# 1Y TIWBEDANEEMH
x = train[@][0]

# Y1 XOBR
x.shape

torch.Size([3, 224, 2241)
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# SEBAIC batch_sizeZ&IBHN (batch_size=1)
x = torch.reshape(x, (1, 3, 224, 224))

# YA ZDHER
x.shape

torch.size([1, 3, 224, 224])

# HER
y = model_conv(x)

# YA ADHER
y.shape

torch.size([1, 1000])

ZORERDPBDPB LS, FB LY AT 1000 7T ADFHTH - 2728, 1000 HOHE
BHAEE LTEOATVRET,

ES A0k

ZRTR, —EOWNASHRTELOT, ZEEAETNVERAVIT 74 ¥ F 2 —= VT %
WEF, 77 A Y Fa—Z Y VRICRTERT AEEFEHETINONTA Y IRERSETICEE
LEde 2y bT—IOMBRHPREL L&-722 &, ZUTHBOY A AFKREL Aol &Itk
D, ZBILHSREEEKFCHEAET. 204D, SEEEA3 IRy ZICHRLTBEE

Lxd.

class Net(pl.LightningModule):

def __init__(self):
super().__init__()

# FEEHhEAR (output 100075 R)

self.feature_extractor = resnet18(pretrained=True)

# AEHD/NT X — 2 EEE

for param in self.feature_extractor.parameters():
param.requires_grad = False

# SfARE
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self.fc = nn.Linear (1000, 10)

self.train_acc = pl.metrics.Accuracy()
self.val_acc = pl.metrics.Accuracy()
self.test_acc = pl.metrics.Accuracy()

def forward(self, x):
h = self.feature_extractor (x)
h = self.fc(h)
return h

def training_step(self, batch, batch_idx):
x, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('train_loss', loss, on_step=True, on_epoch=True)
self.log('train_acc', self.train_acc(y, t), on_step=True, on_epoch=True, prog_bar=True)

return loss

def validation_step(self, batch, batch_idx):
x, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('val_loss', loss, on_step=False, on_epoch=True)
self.log('val_acc', self.val_acc(y, t), on_step=False, on_epoch=True)

return loss

def test_step(self, batch, batch_idx):
x, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('test_loss', loss, on_step=False, on_epoch=True;
self.log('test_acc', self.test_acc(y, t), on_step=False, on_epoch=True)

return loss

def configure_optimizers(self):
optimizer = torch.optim.SGD(self.parameters(), 1r=0.01)
return optimizer

# FRORT

pl.seed_everything(e)

net = Net()

trainer = pl.Trainer(max_epochs=10, gpus=1)
trainer.fit(net, train_loader, val_loader)

# FART—RT
results = trainer.test(test_dataloaders=test_loader)

results
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67 BRRF—IDFIA
{'test_loss': 0.6540393829345703, 'test_acc': 0.7758988738059998}

FROBROEBY. 10 TRy VROERTEMEE 77% ETEHBIENTEE Lk, &
SRBEBRPONA NG A—YOFHET, EMEZLIVBEOOSNL I ENM/FTEET,

6.7 BRRTF—2OFA

INFE T PyTorch fICABSATWETF =&y b2AVTLWE LD, £V s
PCRABLAET—SICHLTEBEETTLOPEETT. S TRZOEEFEEBNL
9,

4EX https://drive.google.com/open?id=1cvQc6BR6MZoidsvRRGaHI 9AhPhWESaLP THELA
LTW3 cat_dog &5 7 4 LI ERDEURH ZNZH 100 T ORMSNTBY, <0
27 IADNEEATOET . TR, ERT—FO—HEMELTHEL LD,

img = Image.open('data/cat_dog/cat/1.png')
img
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ing = Inage.open('data/cat_dog/dog/1.png")
img

ZN Tk, PyTorch OZHICFIATE BHICE# L E T, Torch Vision 213 datasets. Imag
eFolder LV V7 FANHBENTEY ., TIITFATEILT + V¥ 53 LTz PATH 235E
ThiE, EROZEHRY 5 TRV ETEHTIT>T<NET. 774 v Fa—=V72RAT
%7z, HiEIEERIC transform ZHE L £ 9. SEIGHERICE > THA AHRE B0, I
HA ZEBEATT o

# EHROFILIE
transform = transforms. Compose ([

transforms.Resize((224, 224)),

transforms. ToTensor (),

transforms.Normalize(mean=[0.485, 0.456, 0.406], std=[0.229, 0.224, 0.225])
i)

# BISMERE SIS
dataset = torchvision.datasets. InageFolder (' data/cat_dog', transform)
dataset
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Dataset ImageFolder

Number of datapoints: 200

Root location: data/cat_dog
StandardTransform

Transform: Compose(

6.7 BRRT—IDFA

Resize(size=(224, 224), interpolation=PIL.Image.BILINEAR)
ToTensor ()

Normalize(mean=[0.485, 0.456, 0.406], std=[0.229, 0.224, 0.225])

ZNRT, WO PyTorch THAHL TV AHERICEETEE Lz, TV &AL TBEZE

L&,

# 1Y TIVEORR

# BTWHRT(x, DRI

dataset[0]

(tensor([[L 1.1187,
[ 1.0502,
[ 1.0331,
[ 0.2282,
[ 0.2624,
[ 0.3138,

[L ©.9580,
[ 0.9055,
[ 0.9230,

[-0.4426,

[-0.4076,

[-0.3550,

[ 1.1411,
[ 1.1062,
[ 1.1062,

[-0.6715,
[-0.689%0,
[-0.6367,

F—Fty b EEE, B

©

0.

0.

0.

0.

-0.

-0.
=k

1

-0.
=4

-0

4776,

4076,

.1062,
.e714,
.0888,

7238,
7238,

.6890,

-0.
-0.
=

=8
=

-0

9646, 1.5982, 1.
9474, ..., 1.3413, 1.
9646, ..., 1.4098, 1.
1939, ..., 0.0912, 0.
2111, 0.1426, 0.
.2624, 0.2453, 0.
.8880, 1.6583, 1.
.8880, ..., 1.4132, 1
9230, ..., 1.4832, 1.
4776, -0.
4776, -0.
4251, -o.
L1237, 1.9428, 1
L1237, 1.6465, 1
L1585, ..., 1.6291, 1
7064, -o.
7587, -o.
.6890, -0

FAMHICHEILET,

.9603,

.6465,

6367,
5844,

.4973,

1.70091,
1.4269],
1.5125],

0.1083],
0.1939],
0.296711,

1.76331,
1.51821,
1.5882],

-0.39011,
-0.3025],
=0 1975015

2.0474],
1.75111,
1.73371,

-0.61931,
-0.53211,
-0.4101111), @)
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# AR - : TAD = 60% : 20% : 20%
n_train = int(len(dataset) * 0.6)

n_val = int(len(dataset) * 0.2)

n_test = len(dataset) - n_train - n_valid

# F—aty hOSE
torch. manual_seed(0)
batch_size = 256

# Data Loader 23
train_loader = torch.utils.data.Dataloader(train, batch_size, shuffle=True, drop_last=True)

val_loader = torch.utils.data.Dataloader(val, batch_size)
test_loader = torch.utils.data.Dataloader(test, batch_size)

ZRTR 2y PT—7OEHELITV, FHERTVEET,

class Net(pl.LightningModule):

def __init__(self):
super().__init__(O)

# $HdhEER (output : 100007 5 R)

self.feature_extractor = resnet18(pretrained=True)

# IEAD/NS X — R EBE

for param in self.feature_extractor.parameters():
param.requires_grad = False

# SfaE
self.fc = nn.Linear (1000, 2)

self.train_acc = pl.metrics.Accuracy ()
self.val_acc = pl.metrics.Accuracy()
self.test_acc = pl.metrics.Accuracy()

def forward(self, x):
h = self.feature_extractor(x)
h = self.fc(h)
return h

def training_step(self, batch, batch_idx):
x, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('train_loss', loss, on_step=True, on_epoch=True)
self.log('train_acc', self.train_acc(y, t), on_step=True, on_epoch=True, prog_bar=True)

return loss
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def validation_step(self, batch, batch_idx):
x, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('val_loss', loss, on_step=False, on_epoch=True:
self.log('val_acc', self.val_acc(y, t), on_step=False, on_epoch=True)
return loss

def test_step(self, batch, batch_idx):
X, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('test_loss', loss, on_step=False, on_epoch=True
self.log("test_acc', self.test_acc(y, t), on_step=False, on_epoch=True)
return loss

def configure_optimizers(self):
optimizer = torch.optim.SGD(self.parameters(), 1r=0.01)
return optimizer

# FBORT

pl.seed_everything(0)

net = Net()

trainer = pl.Trainer (max_epochs=10, gpus=1)
trainer.fit(net, train_loader, val_loader)

# TANT—STREE
results = trainer. test(test_dataloaders=test_loader)
results

{'test_loss': 0.10261714458465576, 'test_acc': 0.949999988079071}

FEEHETVTHEAL TV FAOFICREB O EENA TV, BEAEFTRVE
BEEEFRTETCVDIENPDIPVET,

RETRERLEOERED?S CNN ADEDY, 774 v Fa—Z Y IREET =5 Oisd
BFET, WL UE Lz,
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AETE NSNS A—ROBBUTACONVTRALTVEET, AX ICLBRE
WHEEE 4 ETRNLEUIH, RETIEY 57 NEfEo 728 SICHhERMRARLHRER
LET.

7. Azure ML

Azure ML (Azure Machine Learning) & NA/S—/85 A —% Q%7 il iTHmEA2HIC
THTENTERY—LORENTT, HiT, YILF /) — FAOFHAHOREPARE R ) — F
DY vy bFT U BRELEBNIT> T ND 0, BEEY Y — A2 BRERZIRRIGICHER
38

INETIE GPU 2H#WL 72~ > (VM : Virtual Machines) ZF|[H LTV L7zA5,
FERSABMUC B> TEL S, THEHEMEHITEEBHHLET,

7.2 Azure ML D325 EF

Azure K—=% )L LA 5 Azure ML OFEZITVET, 1 DFORELTLEE L LD,

VY —ZADER
[#1#] 75 [Machine Learning] Zf%FE LT 72&W,

162



7.2 Azure ML QII5 LIS

R—L > #i# > Marketplace

Marketplace
REUZ S G,’> Machine Learning D
BT
Rl =le oy HREIRTER
HFIAY
= &

Machine Learning Deep Learning Virtual
Al + Machine Learning

Microsoft Machine
e TFNE LD DRCHRL SUFT Micrdton

QT BEBOT I~ FAZL A pre-configured environment for
FavsFz—y NLOMEER deep learning using GPU instances
Compute

&

=

[Machine Learning] #8RL. [MER] 227V v 7 LTEAET. BRIPY YRS N—F
BEDFMERELTVWEET .

= Microsoft Azure
=L > 31 > Marketplace > Machine Learning
Machine Learning

Microsoft

Machine Learning

Microsoft

[T=2AR=2%] & [VV=RATN—T] LANT BLHREETT., VY —RATL—T
EHBERT B2, VM ER LY Y —=AZN—=FIZLTBVTHRIED Y A, HflE DKE
Pl 2] ERELTBEEL LS.
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R—A > ## > Marketplace > Machine Learning > R—A > F# > Marketplace > Machine Le
Machine Learning Machine Learning
it i

Afyr 59 LEa—v» XA(v+ 57 LEa—+
T—JAR—RE*
[ pytorch_topgear_hyperparameters " D=5 ZR—AOMERE
$IRIVTvay
[#rH50972597v3> Iy AN—RE *
Y= IN=7

[ pytorch_topgear_hyperparameters

[ pytorch study YIRYUTvav+
[Fn52097299753>
$IRIVTvavip*

| 5bfe65¢c-b3a3-4ea7-acdc-7dddbbbeef26
YY-RIN—T *

[ pytoreh_study

-

[ westus2

T—JAR-ADIFA IV *

[ Basic

rosoft Azure

J—h > Microsoft MachineLearningServices - BEE

. Microsoft MachineLearingServices - S8
7704

[ amoms ] EWE OFrven LEFAC OREoRmCER
- F7OCDETHTY
B An o
& 7791% Maotmamesamogsenices BB 201912715 151338
wn WIRIYTYAY: FNNIOITAIY TS HRD: 315255034518 4167-97 e 19ckdSHTT72d
~ UY=R TN pyorch sty
FuTL-b

~ BWOWE (55>0-F)

-z an ] strowa
MRSBD R,

~ roFm

BEFRTTHE. [HRBLOER] 56 EROES KT 7O ETEITLTVEET, 7
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TOA IS AP BOTHEZ L &S
ETERRIEOBR

F7AABET Uizdy Azure K=V ETRHEZITILHOY Y —REERLTVEET,
ROEEEZEFREBVEATIZS WV,

BRFZESA7V17ILOER

Azure Machine Learning 25 JA £ #EFL T, BRPVET
LERE FL—=27 17[{5 F7O0C LT, HEER

7Y
4— HLG7oC

AvEa—-F4v7

AYE2—FAVT AVRIVR EBIFAY—  FYYFENEIAYE2-FAVY
BR
)
B—/—FHh5@8/—RO7—/0-RADIYE21—F
AVT VSARI—DRT—=IVY
BEVORL—ZVH /Ny FHE HRFEOT—/ O FAOR—F1
WY/ —KOAYEa—F 1YY I5R5—%FRLET, ‘

##i1 (Computer name) BLUGPU VY —AEHRELET. COVY—RAERETHLE
DRSS PELT, JEEYY DY A X (Virtual Machine size) &, &% 212 GPU A 14
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TEIFNIENC6. GPU B AHEENTVBIESIPEIVIFAENC24 2BIRLE T, £/20 VM
DREESE (Virtual Machine priority) 13EEEE (Low Priority) 12 LTHL & EBRICIR
STV RLHD 8EFIETHATEANT, THH%MRLET,

J = FOF/ME (Minumum number of nodes) BT F7 4L bOEBY 0ICLTBEE
Lido CCIIR2AEOREEZANTLES &, BSHE LA THZORDORALZF Y
YNBSS RBICRD . BIZHESATLEVLE T, 0 L LTBFE FHEAZ LRI
TRASSNZVESCHRHESNET, / — FORKH (Maximum number of nodes) &z
HZEBICEDETRELEL LS. AT =¥ 7 D74 FILERE (Idle seconds before scale
down) EEVIEEEESZVOTTH, —ERKTTHEH LYY VNS BT THS DY
Ao TRIEEBADT, TNy ZRHE 600 (553) DESICRDICHELTHE, FKEHT
B LT 60 DA EEDICRHELTBLERVTLE D,

R DBR
AYEa—F YT I 5AY—IRAT SERMT Y YO TEBRUET,

s O
westus2
Ry omEr O
Eavyvomm O RRBICTNC6IEAT

AT YO¥1ZX O

ty 745 —0Em

22 e 34D VM YA ZERRLTWE T | REDBIRWE: Standard_NC6 ERANER Y A —5 O/ 24 @027 O

A GPU /(A 2 Gru a7 O . O rRAM Zb 3,
[ ©  standard_NC6 NVIDIA Tesla K80 1 6 24fA.. 56GB  380GB  $0.18/. ]
QO standard_NC6s.v2 NVIDIA Tesla P100 1 6 24 {8 11268 336GB  $0.36/.
QO  standard_NC6s_v3 NVIDIA Tesla V100 1 6 24 {8 11268 336GB  $061/.
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BEOWR

BRULEEY Y Y OYA XCHTBAYE1—F 1 v V53R —OREEMRLET,
& GPU a7 EREREBT -9 RAM ARL=Y 2R b/ERE
Standard NC6  1xNVIDIATeslaks0 6 24 @7 56GB  380GB

$0.18/B5

aAvEa—F4v7% O

opu-compuee |

B/ —r8 O
O o
BA/—KE O

f-]
ZT=) FIYTBROTA KILEE #)* O

600 ‘

@) ssHPseREENCTS C

> BEKCE

Fv0-K¥3 oot

BROESI2Y Y —ZHEH L TWIERN T,

&n JOEYISYoHE  EEIYYOYAX  fEE FAEARBO/—K  EI—RED/—K

CNTERARERTET T,

7.3 EEBEEIA—2DVIIR B

BEEEREY + —% 2RI 245G, B8O GPU 2RRICER 5135 SETHRHAELS . ]
SEHEL 2 B0, 7+—FDFELFE2IDYAIVITYIIAMLTBEELED. &
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TO HLOGR—F YZIAL] ITEATLES L,

Y=k + FSTNY2—F4Y

R+ v A—8

ZZ Tl [Machine Learning Service] ® 2 +—% OflIREEELET.

er- HLWHK—K UOTZ b

BE YYa-yay =20 RS LUER

BR. YTRIVTvay. (@RESD) BNE. XcR7A—5ERICHT SMEOY K- ERITB1
HOFLWSR—h YT TR M EERLET.

MACRL LU TREZATYa Vv ERRL, (BF) ¥ TERRSERT. ERTHUVEEERNT S L,
MEERRICHRRT SDICRIEET,

* MEOBR [9-Eze972507v3v0MBZA—%) V]
*HYTRIYTvay ‘ FNHIDYTRY ') T3 (fSbfe65c-b3a3-dea.. v ‘
CHBOYIAZ YTV Y ERINSHVERR, 35

CHRO

=y A—5 WM ([ Machine Learning senvice ) V]

[Low Priority vCPUs] Z#RUL. 7 2 —FHEZREL T, 200 IFLHNIENC6 % 30 A2
BEVFNTETTEEOTBEOTT .
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I A—5 DM X
L [emms2 M
VM 775y * [ Low priority vcpus M

BERUTVWBINTOY Y —ROMBEAN LTS &L

YY=2& v BEOER 1, #MULLER T

Low Priority vCPUs 24 200 - X

Low Priority % 200 |Z31¥ EIf3

ANFHEER LS, VI ZAPERBELTLLES W,
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EROME MUVWSIER
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EEE C-BROEE
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878 N\ ISA—IDRE(L
INTRETTY. RETE—IPSOEREHSEL LD,

ZFNTIRIZIA S, Azure R—F )L ETId%4 <. Jupyter Notebook ETNA/8—/85 X —%
DF 2—=YTEFTLTVEET,

7.4 Azure ML SDK D1 A b=Jb

Azure ML IC7 7€ 29 %121 Azure ML Fi® SDK DS EE 25728, WO A7) T h &%
LT =Y %A VA=V LELED. SDK &id, V7 b7z THERICE > TRER
LDEFEHTLNTVLARHFEY —LF Y b TT,

# BERSKEA VR M=
tpip install azureml

1pip install azureml-core
1pip install azureml-sdk
Ipip install azureml-widgets

# BEREV21-NEAVR—K
import numpy as np

import os

import json

import re

import azureml

from azureml.core import Workspace, Experiment

from azureml.core.compute import ComputeTarget, AmlCompute
from azureml.core.compute_target import ComputeTargetException

# N—=Ta > DR
azurenl. core. VERSION
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"1.0.79'

BRRZRT ERDEIICHDET .

Workspace
(324
Azure —
R—=2)
Experiment Data Store
Jupyter il »
Notebook
B Y —RiBft Compute Container
Target Registry
RIUTH
T—%
Co—aw OUE-FISIFR)
Azure ML

1. Azure K—# )25 Azure ML %{EBL
2. Juputer Notebook %> & &
3. Azure ML 7° Jupyter Notebook IZV) v FZ&tH Y v — 2 2 {24t

757 RBREZHS LT BRBELEFZT) v F ARV V- AOBEAZITISNEDT, &
THERTT. Lrd, SEEM L NC6 ThhE, 1 KfH720$0.90 20T 100 HEET
FETEET, BARREHFLMELZ>TVEDT, 512 GPUNZLHMENTLIREDLE-
THTLIEE W,

Workspace

Workspace 1§ Azure ML OV YV =2 %2HEE LI bDEIELET. T TR ETHER
HERIZDT. ZD Workspace ZEEL T,
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Workspace
YRk
Azure — " 5
K=V
Experiment Data Store
Jupyter e
Notebook
By Y — 2R Compute Container
Target Registry
29Tk
T—4

IQD—J'JH: (SUE-H'?E'? K)
Azure ML

# BIEE

name = '<your-compute-name>"
subscription_id = '<your-subscription-id>'
resource_group = '<your-resource-group>"

# Workspace &ZH{F

ws = Workspace. get(
name = name,
subscription_id = subscription_id,
resource_group = resource_group

ws
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Workspace. create (name='pytorch_topgear_parameter ',
ubscription_id='f5bfe6sc-b: 7-ac4c- 26",
resource_group="pytorch_topgear_parameter ')

Experiment
ERTHBEBELERLET. CIhoETRRZERCEET,

Workspace
3
Azure —
R—2I )
Experiment
pytorch-mnist Data Store
YER,
Jupyter
Notebook
B Y — 2Rkt Compute Container
Target Registry
RIVTH
F—%

CJa—Aan OVE-FISIF)
Azure ML

# RERRBEOIER
exp = Experiment (workspace=ws, name='pytorch-mnist-simple')
exp

Workspace Report Page Docs Page
mple | pytorch_topgear_parameter | Link to Azure Machine | Link to
Learning studio Documentation

pytorch-m

Data Store
ERIERPAZ Y S MR EDT =5 ML TBLIHATTT . Workspace %15 B S T—H
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IZfER S T\ 5728, Workspace IZ#t9\ 7z Data Store 2R L E T o

Workspace
Azure L
R—2IV X
Experiment
pytorch-mnist Data Store
Jupyter il
Notebook
S Y — 244 Compute Container
Target Registry
RA7UTH
T—4

Cla-nw OUE—FISYE)
Azure ML

# MOV BT ORER
ds = ws.get_default_datastore()
ds

<azureml.data.azure_storage_datastore.AzureBlobDatastore at 0x121aa6f9e>
Compute Target

AHHEYLT ) — FTIEERBRETY. 2558 RK—Y LV ETHEREALOT, #50T
BEFELLI,
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Azure
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(327

7.4 Azure ML SDK @A VA ~—)U

Workspace
Experiment Data Store
pytorch-mnist

Jupyter @O
Notebook *& Compute Container

RoUT b+

-5

Cla-sn

Target

NCo Registry

OVE-FMISYPR)
Azure ML

# EHEMEDEDT (Nco&EfER)

compute_target = ComputeTarget(workspace=ws, name='gpu-compute')

compute_target

AmlCompute (workspace=Workspace. create(name='pytorch_topgear_parameter ",

subscription_id="'f5bfe65=>

c-b3a3-4ea7-acdc-7d4dbbbeef26' , resource_group="'pytorch_topgear_parameter'), name=gpu-compute, i=>

26/resourceGroups/pytorch_topgear_parameter/p=>

d=/subscriptions/f5bfe65c-b: 7-ac4c-

roviders/Microsoft.MachineLearningServices/workspaces/pytorch_topgear_parameter/computes/gpu-com=>

pute, type=AmlCompute, provisioning_state=Succeeded, location=westus2, tags=None)

# AAHIY Y —R

comp_dict = compute_target.get_status().serialize()

vm_size = comp_dict['vmSize']
print('VM size:', vm_size)

def get_gpu_count (vn_size):
pattern = r'\d{1,2}"
s = re.search(pattern, vm_size)
gpu = vm_size[s.start():s.end()]
return int(gpu) // 6

175



878 NI—IN5A—I DREL

gpu = get_gpu_count (vm_size)
print('# GPUs: "', gpu)

VM size: STANDARD_NC6
# GPUs: 1

7.5 F=atv POEE

F—F AT LICEBPRGEIERT 2752y b7y Tu—FLTBEE L&D,

Workspace

1ER

Azure
=gl Experiment Data Store
pytorch-mnist F—4
Jupyter rv7a-F 4
Notebook
sy Y — i Compute Container
Target Registry
NC6
29Tk
F—%

Clo—sn OOVE=FMISTE)
Azure ML

import torch
import torchvision
from torchvision import transforms, datasets

# TensorBU|ZZi

transform = transforms. Compose ([
transforms. ToTensor ()
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D

# MNISTZ{EF]

train_val = torchvision.datasets.MNIST(root='./data’, train=True, download=True,
transform=transform)

test = torchvision.datasets.MNIST(root="./data', train=False, download=True, transform=transform)

n_train = int(len(train_val) * 0.8)
n_val = len(train_val) - n_train

torch. manual_seed(0)
train, val = torch.utils.data.randon_split(train_val, [n_train, n_vall)

Data Store ICF—# %7 v 70— FL&F. upload() AV v FIZF—%® PATH 2% L
E3

# Data StorelcF—&%&7vY 70— K
ds.upload(src_dir="data/MNIST', target_path='MNIST', overwrite=False

Uploading an estimated of 20 files
Uploading data/MNIST/MNIST/processed/test.pt

Uploaded data/MNIST/raw/t10k-inages-idx3-ubyte, 20 files out of an estimated total of 20
Uploaded 20 files

$AZUREML_DATAREFERENCE_fc4d3e2c1b6d43aabbc76b6ddfco71a4

7.6 B ENT=/NA IN—INT X — 2 TOIRIE

BRONAIS—FG A=Y %F 2 -2V 7S BRHNT, 1 MONA 8= 2 =5 TIELL BfE
THEPHERLEL LD,

ArgumentParser

I— FOWNIE Ax ERIUTEH NAR—I85 X — Y DIFEHENRR B0, ZDENE
HEFELE T Ax TRNAIS—RF X =5 OB % B parameters.get (" /NTX—R%&",
E) EVIETHELLTHEELTVE Lz, ThiCH L. Azure ML Tl Python OEHEE
Y2 —)LO argparse Z{H\F T, argparse 70T 7 LADRITHICFIREHRETHLHT
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£ 7 8 N\1)— /S5 X—I DB
EBHEV2A-NUTY, HLRHELTIE,

1. N—Hy—%{E3
2. FI¥EBNY 2
3. BBy 2
4. FIHMEEELTIUSILERENTS

EVD A AT Y TIHE>TVET . Azure ML TR I DF M OIEE% script_params &1 5%
BHFH->TBY., 7075 LETOBEITIEI D script_params A 5N A 18—I85 A —F HES
NTETLOEFEFETSNBEMATT .

EF1X, A—LFELED [New] »5 [Text File] 2%, #i% argparse_sample.py & L
THERLEL &S FOI—FEIRDEBNTT,

import argparse

# 1. /N\—Y— (parser) ZfER

parser = argparse.ArgumentParser ()

# 2. parser$RIHR% Z EORBERE | M ZEM
parser.add_argument('--input’, type=str)
# 3. BIBERM

args = parser.parse_args()

# input TRIFBR > BB ERT
print (args. input)

ZNTE B L7z Python D7 7 A L2 FEITLE L & 5o Jupyter Notebook @ Terminal
% (A—2GL0D [New] 75) BALWT, BIFOI—FZAHILEL &S, Python D7 71 )b
& [python3 7714l LUTETTEEZ T, argparse 2T B, 72 areLT
--input ’Hello, world!’ DX IZHEREWLE T,

python argparse_sample.py --input 'Hello, world!'

[Hello, world!] &EFRSNNIETHINTT .

BBIC, ROKIICT O T LEMMAEE) KOBERIE Lz, BIANINETETLT
&7z import ICH RIS TERNANL TS LT 7 A L&D E L7z, Terminal » 5FE(TY
% &__name__l3__main__& LTERS NS0, if XA True £7%4 0D, main A ETSNE
F o import SNz & XlZ__name__7% import DA E % 5728, main BIEIIETShEEA.

178



7.6 BESNINAN—/N5A—I TOE

import argparse

def main():
parser = argparse. ArgumentParser ()
parser.add_argument('--input', type=str)
args = parser.parse_args()
print(args. input)

if __name__ == '__main_,

main()

Azure ML T ArgumentParser Z{Emk U TET

azureml/script/train_mnist.py Z{ER L E L & 5. SEIOMKIETHEH T 5 train_mnist.

py AT EBYTT,

import argparse
import numpy as np

import torch

import torch.nn as nn

import torch.nn.functional as F

import torchvision

from torchvision import transforms, datasets
from torch.utils.data import Dataloader
import pytorch_lightning as pl

from pytorch_lightning import Trainer

from azureml.core.run import Run

# FBEROWG

run = Run.get_context()
print('PyTorch version: ', torch.__version_)
class Net(pl.LightningModule):
def __init__(self, hparams, num_workers=8):
super(Net, self).__init__()

self.hparams = hparams
self.num_workers = num_workers

self.conv = nn.Conv2d(in_channels=1, out_channels=4, kernel_size=3, stride=1, padding=1)

self.fcl = nn.Linear(28 * 28, self.hparams.n_hidden)
self.fc2 = nn.Linear(self.hparams.n_hidden, 10)

def _dataloader(self, train):
transform = transforms. Compose([transforms. ToTensor ()1)

dataset = torchvision.datasets. MNIST(root=self.hparans.data_dir, train=train, download=Te>
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rue, transform=transform)
loader = Dataloader(dataset, self.hparams.batch_size, shuffle=True, nun_workers=self.num=>
_vorkers)

return loader

def lossfun(self, y, t):
return F.cross_entropy(y, t)

def configure_optimizers(self):

return torch.optim.SGD(self.parameters(), lr=self.hparams.lr, momentum=self.hparams.mome=>
ntum)

def forward(self, x):
x = self.conv(x)
x = F.max_pool2d(x, 2, 2)
X = x.view(-1, 28 * 28)
x = F.relu(self.fc1(x))
x = self.fc2(x)
return x

@pl.data_loader
def train_dataloader (self):
return self._dataloader (train=True)

def training step(self, batch, batch_nb):
X, t = batch
y = self. forward(x)
loss = self.lossfun(y, t)
results = {'loss': loss}
return results

@pl.data_loader
def val_dataloader(self):
return self._dataloader(train=False)

def validation_step(self, batch, batch_nb):
X, t = batch
y = self.forward(x)
loss = self.lossfun(y, t)
y_label = torch.argmax(y, dim=1)
acc = torch.sun(t == y_label) x 1.0 / len(t)
results = {'val_loss': loss, 'val_acc': acc)
return results

def validation_end(self, outputs):
avg_loss = torch.stack([x['val_loss'] for x in outputs]).mean()
avg_acc = torch.stack([x['val_acc'] for x in outputs]).mean()

results = {'val_loss': avg_loss, 'val_acc': avg_acc}
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return results

@pl.data_loader
def test_dataloader (self):
return self._dataloader (train=False)

def test_step(self, batch, batch_nb):
X, t = batch
y = self.forward(x)
loss = self.lossfun(y, t)
y_label = torch.argmax(y, dim=1)
acc = torch.sum(t == y_label) * 1.0 / len(t)
results = {'test_loss': loss, 'test_acc': acc}
return results

def test_end(self, outputs):
avg_loss = torch.stack([x['test_loss'] for x in outputs]).mean()
avg_acc = torch.stack([x['test_acc'] for x in outputs]).mean()
results = {'test_loss': avg_loss, 'test_acc': avg_acc}
return results

def main():

parser = argparse.ArgumentParser()

parser.add_argument('--data-dir', type=str, dest='data_dir', default='./data')
parser.add_argument('--batch-size', type=int, dest='batch_size', default=50
parser.add_argument('--epoch', type=int, dest='epoch', default=20)
parser.add_argument('--1r', type=float, dest='lr', default=0.01)
parser.add_argument('--n-hidden', type=int, dest='n_hidden', default=100)
parser.add_argument('--momentun', type=float, dest='momentun’, default=0.9

hparams = parser.parse_args()

torch. manual_seed(0)
net = Net(hparans)

trainer = Trainer(max_nb_epochs=hparams.epoch)

print('start training')
trainer. fit(net)
print('finish training')

# MREELETA
print('Validation Score:', trainer.callback_metrics)
trainer. test()

print('Test Score:', trainer.callback_metrics)

# FBEROBE
run.log('lr', hparams.lr)
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run.log('n_hidden', hparams.n_hidden)
run.log('momentun', hparams.momentun)
run.log('accuracy', trainer.callback_metrics

if __name__ == '__main__
main()

ATV T MERDOARA > b+

02 DEUANSRAZ ) T2 EEMHHBH L, TI-NFELLLFOMBIEDATLE
DTENZVD, HEVBEOTEL A, A7) T M2ERT BT UTOFIEICHE>
THERT 20N EVTLE D,

1. Jupyter Notebook ETHAMHVTICAIMEEST BIEEFLOTHBLELL)
2. 1. THERLZ7u 55 L %ML
3. Mt L7702 L0518 % argparse ZFAWVWTHET 5

COEIIETH L RMERBLEIC, BBILL. 5IBEZLDD LS MERICAICE>T
VWEELEI.

FIfRFER DERF

Azure ML OB T2 FEIT L. MREEHT 2108, W<OPDI—FEBRLET. %
EHREROBIILTOI— FICK> TRITENE T BN A/8—/8F X =5 2B T BBC
& run.log() ZBRL T BHNREEET 2HEFHVET,

from azurenl.core.run import Run
run = Run.get_context()

run.log('1r, 1r)
run.log(*n_hidden’, n_hidden)
run. log(*momentun', momentum)
run.log('accuracy’, trainer.callback_metrics)

NANR=RFTRA—F OFRBEEITS EFIC, CThH5OUTREELBREZRLTOT, HATH
WL EE W,

from azureml.widgets import RunDetails
from azurenl.train.dnn import PyTorch

train_mnist.py ICIEI5IMEE#K L E T, ['parser.add_argument() TIEE L/z&HT: ¥
Bl LSRR T, R L IBICEEZBEE T,
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# BIBDK;
script_params = {
# Data StoreTMdataDIBAT
'--data-dir': ds.path('data').as_mount(),
'--n-hidden': 100,
'--batch-size': 50,
'——epoch': 20,
--1r': 0.001,
*--momentum' : 0.09

ZEORELLTWEET. RIFEFEHOET T 7 A VOBFiREEZEELELE D,

source_directory : ZEDFETT 7 1 VOB
script_params ! EFELINA =T X =%
HBRE

entry_script ! FHOET7 7 AL

use_gpu : GPU Of#i A%

pip_packages @ B ICRER/ISy r—
max_run_duration_seconds : E{TORAFF AR

compute_target : &

# {EATEBPyTorch®/\—> 3>
PyTorch. get_suppor ted_versions()

[0 Bl Bl Tilehd)

# FBORE

estimator = PyTorch(
source_directory = ‘azureml/script’,
script_params = script_parans,
compute_target = compute_target,
entry_script = 'train_mnist.py',
framework_version = '1.3',
use_gpu = True,
pip_packages = ['pytorch-lightning'],
max_run_duration_seconds = 1800

BETE 5 submit T estimator DNEABBLUTHEITLE T, OB TIX, estima
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878 NI—IN5A—I DREL

tor THEE S N7z Python BHEICADE T Docker 1 A —IAMER S N, ZhH® Workspace D
Azure Container Registry 127 v 70— FENE T, TOAT v 7 Python BRI &Ic—F
RURELET. LT, script 7 2 LFHDFTRTOT 7 A LA Data Store ICA D, EITE
ngd,

# RITER(E
run = exp.submit(estimator)
print(run)

Run(Experiment: pytorch-mnist-simple

Id: pytorch-mnist-simple_1576951674_034e44d1,
Type: azureml.scriptrun

Status: Queued)

Jupyter Notebook b TH#EiBED Y 2 FRT 5121&. RunDetails().show() #FEITL &
9o —& Jupyter Notebook ZHILTLE D ERRSNELAN, UFRO LS ICHEH A2 ) 7L Y
ALICRBZENTEET,

TaT S LEEFLU, HROFMERRLTAHEL £S5,

Workspace
(329
Azure
sl Experiment Data*Store
IFERD T pytorch-mnist T8
Jupyter [ T
Notebook A7V T MR
Compute Container
Target Registry
V7ATILET NC6
AIUTH
T—4

F—%. ETIVORIFEL

da-nu OUE-MI5F)
Azure ML
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7.7 Azure ML IC&BSYT LY—F

RunDetails(run).show()

In [44): RunDetails run).show()

Run Properties.
status Running
Gompute Target
bl 1085-0.205, v_no=0]
Epoch 1: 625
108=0.204, v_nb=0]
Epoch 1: 625 NN
l0s$=0.204, v_nb=0]
Epoch 1: 62%
I0ss=0.204, v_nb=0]
StatTime aotonzrzn 17a0s | Epocn 1: 620 NN
10850202, v_nb=0]
Duration 00125 Epocn 1: 625 (D
1088=0.204, v_nb=0]
Auntd pytorch-mnist-
simple_1576917047_8
c80d4b0
Arguments NA

Gilck here to see the run in Azure Machine Learning studio

‘azuremi-iogs/70_driver_logtxt
1800/ 140U [UU:4G<UU:S T, 1.1 BDBICIVS, DAIGN_TI0=003;

4@ Auto-switch

867/1400 [00:48<00:31, 16.78batchs, batch_nb=866,
868/1400 [00:48<00:31, 16.78batchs, batch_nb=867,
1869/1400 [00:48<00:31, 16.78batchs, batch_nb=868,
| 870/1400 [00:48<00:24, 21.81batchs, batch_nb=868,
| 870/1400 [00:48<00:24, 21 81batchs, batch_nb=869,

871/1400 [00:48<00:24, 21 81batchs, batch_nb=870,

SERF 2= TET, RESLAETEREED S LA, Azure ML L TERTE B L

BHERTEE L. ZRTE NA =T A—FDF 12—

SV THBELTHEAB I VY A

P—F ERS AL ZE ST NA =T RA—F % Fa—=V T LT0EEL LD,

7.7

Azure MLIZ& BS54 LY —F

Azure ML T\ T Y F LAY —FILEIVINAN—NTA—FEFRBLTVEZT. TU5 A
#—7F (Random Search) &, #§E S NIRBMHADONA 8= FA—F % T V5 LRV, %

REMELE T

o BRUS I BVHREHEICBVT, 7V y R —F L0 b RRFE RO P T 0
o BOA ! HLETHI VT LINAN=)SF A= ZBRT B7c0. ZORBMHPAY I

Bl 22 DB DIRFEA 75

REBRIGICNA IS—85 A =5 ORFBHEABPIEG, Bl LIz uNA 8—85 =5 DEHZ
E FEYYV-ZEERLLVESICHVSNL I ENZNTT,
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878 NA—/II5A—I DREL

IMN=NFGX=BDF1—=2Y
BEARMZTNIEEEEE TER LT Workspace ¥ Experiment & DD 1EED>T0HD
Ty BENANR=NFA—YDRFBICADET, BUFOI—-FTREPETHEMLTLET,

# BEREY 1 —NOFHAAH

from azurenl. train.hyperdrive import RandomParameterSampling, BanditPolicy, HyperDriveConfig, Pre>
imaryMetricGoal

from azurenl. train.hyperdrive import choice, uniform

ZITE ANBNAI8=)8F X —& DIEH% RandomParameterSampling - TE&HL &
Fo [INAIN=NTA—=8%: BiE] LVSHERXTEHZRLTLEEL L,

BENANR=NTA=F IR L TERSNRREMEEL ST MELIZETLONS
I8=)8F A—=% % Azure ML I CHBMICHR L 9. N1 /8—8F A=y ORBUIHERIE T
HEFETH &L\ VSODPOERFHESH D ETH, KEISOEBALET,

o BERH{E : choice
o EREE : uniform

ZOBPICHERMAOHEAHERBVE TN, ETRID2 2RI THEELL I,
POFELRICEZSFE. AR FF2 A2 b (https://docs.microsoft.com/ja-jp/azure/ma
chine-learning/service/how-to-tune-hyperparameters) ZZMBL T Z& W,

# IVALY—FTHNBNAN—NFA—LEDEE
parameters = RandomParaneterSampling(

{
'--n-hidden': choice(50, 100, 200, 300, 500),
'--1r': uniform(le-6, le-1),
'--momentum' : uniform(ie-6, le-1)

3}

)

FE2ITDE VT IS L TIE. script_params THfL 7,

script_params = {

'--data-dir': ds.path('data').as_mount(),
"--epoch’: 20,
'--batch-size': 256

3}

# FBORE

estimator = PyTorch(
source_directory = 'azureml/script',
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7.7 Azure MLIC&LRSVTLY—F

script_params = script_parans,
compute_target = compute_target,
framework_version="1.3",

pip_packages = ['pytorch-lightning'],
entry_script = 'train_mnist.py',
use_gpu=True

D)

BanditPolicy ZRET 2 & MHENH 2 —EHMED S R VIFAICEBE LM TSI LN
TEET, CNREMKTLRACHRTT . HEOH EARAD ZVOICEREHKIT B &> %4,
AREIZY Y —A%{ED L 2RIV TINE T,

BEICBELF HOPBEIUTOEBY TY,

slack_factor : R T2TOBME (HEELIA LY Y 7 ORHEO LD EDE)
evaluation_interval : B#I#¢T 2 MRS 5 FH (THY 7%)

delay_evaluation : B TOMR 2D 254 I 27 (0 TRy Z7ELSAIRY 738
5¢57)

policy = BanditPolicy(evaluation_interval=1, slack_factor=0.1)

AETIE. Azure ML 2> LR ROANA NR—NRTRA=FDF 2 — =V T HEERNALTE
F Lo BHY Y -REBBELFEZFED 2 L 05 BHEHICHLE L VLBFBEZOT, TOERL
TLEEW,
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REBEF. FEBHFEEMICEOTVS [EXE] OZETY. XFELTEPNES
EREERT —REWVUEY,
BEIVE1—RICERSELZLHO—EONEEE
[N ’%Wﬂuﬁ Frv bRy N BRIVIVRE, EEERRETHRMERITER SN
TVET.

AETIEERSHEOEHMED 1 DTHS BoW OfERE I—ILIC. HERRRITCFIEN
% [BHRERDRNOBML (¥:8)] CHETRFHERVT. 8 BOHIL
EQEEEZL/TL\%&T

fh & ¥HHY TYT

E2 - %5 BiEs am

BoW & it Bag of Words DB T D, CEHICHIT 2BELMA T, 2ORERMRET
5FHETT. one-hot RBEMIINZFHESHV SN, XERICBYSEIEEEELZVOT,
T Y INBERTY,

BoW |10 /1 1,01 01
w10 olo/ojofo
@ |olo|o|1]ofolofo
#5710 10 111010(0]0/0| > gt
<7 |o|o|ojojo|1|o]fo
000/ 0[0]0 01

188



8.1 BRSHERSHLZ

HBASHEL AV 21— THSBOHL S ELT, UTOXS AHENETFS5NET,

o XEHADOHFZEDLSIINFF20H, Fr5EZOEENHEL L
o ANMEE LT, ED&S RBHEBAEY 204K AH# LV
o RENMUBILL>TREZUALERDT —F OHVAHL L

FHPEEZOREHNHLL
HABIHD 2 EFOF TLHREFUENHELVWEFED 1 DTHAHEEDNTVRET,
EVIHIDH, EFEOBEITIE [Tam Kikagaku.] &\ o7z XS ICHFERNC AR—ADEIEL £
IA BAFETR [RREFHHTT.] LHFBOUNENARRAETY . COMBEERRYT 50
HAETHS MeCab EIHENBTEEHRETT 1 75 ) T,

HEYCRHHEOHIEAH LV
BABHAT ZE TR TE (LT — 5 Ol (CSV) REURT—5 LREY, Iz b->T
BUEE T NE R L OPEERED 5 2 EARBETT . BT~ THNRRNA 5HELED
e LTHESATEY. BgF— 5 OBERELI LLOMs S (HE) 2HELTEET,
TR BREHEVAC UTRELL THBBE BT AREVOTL L2 ? CoOMEE
BT 5 FIEL LT Embedding &5 bOAH D [8.7 XEMME] THROET.

AERDT—EDHOHSHLLY
BASHEL. XHICL-> TS SRS (YUEH) £85ET.

o [IRLOHELT]
o [FARFHHI T,
o TALICET 2HER(TO&HTT.]

CETH- TELBBEHOFHEICBVT, T—YORSE—ETLL. 74 Y ORHDH]
%(kab%@‘o REPY TN LS TEILL BT — Y 2BERDT -2 EHUET.
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%8 E BRSHENE

< FIAY

EH 871>

COMMEEMRT 5FHEE LT, RNN EIFEAZ 3y hT— I BERENFE L. Thd
[8.7 XEME] THVET.

8.2 BASHELEEERTSIO— KTy T

CCETEELCHEAER L TEASHELERZEGTHI0E. KRESFUT3IDOAFN
METT

1. XEZBFEISOIGEVICO PS5 HE LD BREREICE CCHEY AT Ml T 28
SR D2 F L

2. HASHZIVE 21—y UETE LR THHHEICEE LATRREEMTO A3 )L

3. SFETFLEMBICBUCTHED ALY VT ERETTHAFL

1 &2 BATUIICBT 2 AFL T, 3. B2 Y TV OFEEICHTHAFILTY, F—7—
Feebicu— Ry 72 46RMICEETLE, LTFOLIIAVET,

e TF-IDF
e Embedding
3. ERREAOEAY 2% v b T -7 &E
o XESM (AN EER. W EER)
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8.3 FHEREATS A 75U MeCab

o XEHH (AT KR, W) BER)
o XFER (AT AR, N ER)

7B, KBTI, AHTKDS | XEXE, XEFEL->TTEL 1 DORHLXEERT T
&IZLEY,

BASENEOER :
YEHE (EEE-EEE) [ >
XEHNE (AZE-EER)

YR (TER-TER)

BASEMEOLR /— XEE
BoW Embedding TF-IDF

— XEERBC LN BE
VR TR a E5BHEEMAT B

TEREZRREAT

8.3 W aEREIRZ 4 75 1) MeCab

BASHEEHROBIC [RREFATITT] Lo NEOFEMH>OTRAL, BB &ITY)
DRFBIET, MBERAPTADET., BOBELICAD EIH, JONEETRERITE
FUEd,

/& FHHAY 1 T /.

TERERARNTIXFAZEIC & > TRAE RS NIz ) INTIRET 2EHRNIEL, BATL A HFEE
TBHIEBFEHICHLVTI A, MeCab LIFIENSE T4 75 2EfT 5 & CRBUICEET
EESS

import MeCab

EELRRICRELTBEEL LS,
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%8 E BRSHENE

import warnings
warnings. filterwarnings("ignore')

MeCab % HBHICIZHAEREL 7> a v ELTHELE T, ELMATHA TV a v
-Ochasen &-Owakati @ 2 AT .
BOURHTOEBY T,

o Owakati : XEZHEFICHNPEHETIDOH
o Ochasen: ZRb5HEXEHDOE T, Mk EOBERMTICBELERIEOND

~Ochasen (X BFED 3 2 CREM 2 MO BDELBRICHEALE T, ¥ > FINCBEEINICT D 5
JhEEWRZT %5, -Owakati ZEATNIETI-FEEZESEL0T, X THBILLLT

L&

# -OwakatiZ{EF
mecab = MeCab. Tagger (' -Owakati')

parse() AV v FEHAWS &, HHBICEBRBITBEOEREZBONE T,

res = mecab.parse(' ZAIBEIE. FOLHIEFHH YT, ')

res

'ZAICBIE . R O 4B FHHY T . e

1T, -Owakati ZfEMY 2 LHFETLICAR—A TR SN RESEI S E T,

D&
T, -Owakati ZfEA T HMRICHE T 2ENF 22050 Fd, ThThERLTLEE
L&,

1. APbBEHERIGAR—ATRISNTVSDOT, split() TY A MUIEBRT 2

2. VAMOERFSZEELTIAS—7 Y= Y A\n ZHO KL

4B, split() WHERMH CHEICHERT 2 AV Y FTT, WFFIZEETHL, ZOXF
FIZBEICLTXEEZ YA MUYV 3T T,

# splitQ)TY R MRYUTE R
res = res.split(' ')
res
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8.3 FHEREATS A 75U MeCab

['ZAICBIE, ' v, 'F, 'O, 'REY, I, RHHS, (T, L0, ']

# TAT =T~V ZAERYBKRL
res = res[:-1]
res

(P /M e 3 A G I s S (0 S S0 5 b fr A0S o 10 )

N T-Owakati OEFLHEEZEMBTEE Lz, [8.7 XESM] THEATZDOT. ZOBICH

HTHFHLET .

W T-0chasen 2ffi>THFE L & Do I Tlk-Ochasen 2RV RN S, BREHE

DRBETH S BoW OfERE THEDTNEET,

# -Ochasen%{%F3
mecab = MeCab. Tagger (' -Ochasen')

res = mecab.parse(' ZAKBEIE. IFDHITY, 1)
print(res)

ZAIBIE SR ZAICBIR BoE

N . N RS-#ER

#h 782 #h - Ram-—H

& N (EhER

*hHY *NHY 5-—
TY TR TY BWEBHEA B TR EAR

o a o 5-as

EOS

print() BEERAT 2 EENVICKTEINE LD, res EZDEERRTHEIRT—T

Y=Y AEEATEY. BYUBEERT D LCREICA->TLEVET,

res
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%8 E BRSHENE

'ZAIRBIEN AV ZF /N Z ARSI\ UEERN (\t\n, \t. \t. \tBES-FER\\t\nFh\tT 2N tFA\tREF-R4
F-— R\ W BIFE-REIEN O\ O\nF DB I\t F DA I\ F A H I\ BF-— R\ Tt F At
TY\BHERAN TR - TANEA AN, \to \to \tE2S-HER\t\t\nEOS\n'

KIFE LFRIC split() 2E0, ETRHITOIAr—FY—4 YA THB\n »SHEILE

L&,

# IRT—T =Y 2AERUBRL
res = res.split('\n')
res

[ ZAIBIRNt A ZF/NZAI B\ tBBF\t\t,
At \t \tERS-ER\ Y,
ENtT Z N A\ tRE-RAEE-— R\,
LRV W\ tBIEE-fREAFAN L,
FAATNFDAIF DA\ tLB-— R\ t\t,
'TE\T AT \ BB\ Rk - TANtEAR !,
Yo \teo \to \tRES-AIM\t\t',
'E0S,
l

TV FToNfMERIE. VA MICRAShTUET.

# BHIOBRER) B
res[o]

'ZAIEBIEN AV ZF /N Z AL B BB T\t

FWT VA MU S MR ER L\t THEILTLEET,

# \tTHE
res[@].split('\t')

['ZAIRBIE, 'AVZFN, ' ZAICBIE, ‘B8R, ', ')

BRI for XTY A MUDRBRITH LT\ IZ K2 EEFITLET
1 DEEEE LT, res O#%¥ 2 17121E EOS (End of String) &Z22H (*') AA>TWVWET,

XEEZBEFSZVOTRICHDBOTBEEL LS.
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8.4 H5FHHH

# RELHFATERYERL
res = res[:-2]
res

[‘ ZAIBIINAYZF /N A B\ UEB L,

<\t At RS -ER\t\ Y,
‘1A\t'75l DAY AN
LN W\ B

SN\t

FAFINMFAAI\NF DA I\t AT

-R&R-—fR\t\t,

fEA\t\L,

TTINT AT\ BB\ th%hk - TA\LEAR

Yo \te \to \tF2S -4,

t\t']

#\tIC&BHE
res_split = []
for _res in res:

res_split.append(_res.split('\t'))

res_split

[['ZAIRBI, ':I‘/‘?'-/\*
[ 0y fig 0
['FL, '75!‘/‘,
LR, A R
CEDHL, ENHY,
ST, Oy e,

Do ') to 'y Tot

‘ZAICBIE, (EEEE, 1, ',

—fg, 0, 0,
TR, BRI,

ZDOESIT, ~Ochasen 2T 5L T, XEDSGHHEE + RFFROMB £ MHICHER

TEHLL,

8.4 E Ak

ZDHBROXBHPTIR, BFICKIHENRS V2D, BFOAHZMELTY A MIEHTE
BAFVPRETT . ROLEOZFADHEHBLTY A MIBHLTHEL £ 50

o ¥NHITE, T4—FF—=V

T AR ER ATHREOBEZ{T>TE T,
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%8 E BRSHENE

FTRN—2ATEEPHLELE D,

text = '"FAHITE, T« —7 TV I BALBREBP ALHEORBEET>TVET,

res = mecab.parse(text)
print(res)

*HhHY *hHY AEA-—H

iC o €

FH=TS5==27 &F-—H

AR - AT R SR
EA

= - YRR
o) ¢ 2 B33

AR - VfTREE pisbs 2

R
E-=N2

FREEFPEEE LIz res 20, ZRZREZHT\n THFEL £ 5. BEOXFETHI 5

& split() EEI DT,

# \nTHE
res = res.split('\n')
res

U FAAINXAAI\tXAH I \t&F-—R\t\t',
T\t T\t
HEV/ W\ LB
'\t A\t \tRES-EER\t\t,
\FA—TZZIIMTA =TI INT A =TI I\ RE-— R\,
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A\t T\t &\ tBhF-REDE-—RR\t\t !,
BANT I AEO\BE-BI\AR - VII\CEA K&,
TR ANZE\ BB RN TR - A\tEAT !,

VAt 1\t LR -— ARt

FB\HY Y 2\ P B\ tREA- T EER\ I\,

TR\ P\ B - BhEN

AT AT AT —fR\t\t,

VRIEENEF / O\tHIEE\tE-—RR\t\t ',

'O\t \tDO\tBNFA- B,

HE\CF I VA O\BE\tREA- TR\,

T\t \tE\BYE-AEBNE-— R\ e\t

HToNtA AFVNTOEIER- B\ tER - VTREE\CERKER,
TN\ BIRA-EFBNAN e\,

O\t \tBEA-FEE S\ t— B\ GBI,
TRV ANE I\ BIE\ TR - Y A\tEAR ',

Yo \to \to \tES-AR\t\t',

'E0S’,

i)

8.4 H5FHHH

EOS (End Of String) &ZEH (*') FA-2THBY., XEHEERZBERASZVOTEICHIBRVT

BEELED.

res = res[:-2]
res

U FDHIF DA\ F DA I\ e&F-—M\ e\t

o \to \to \tEES-AM\t\t']

WIS, BHOBRICKH LT, ¥ 7\t THFET

# \tTHE
res = res[0].split('\t')
res

([Ceba a2y U6 oabakadllo e coabal )ty A . =g 0 0 001]

COERDPSBFATHEPESPEHET 2101, Ko 4 BE (BHRES3) OBERIITY

TATHIELVDOT, ROEIICRDET.
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%8 E BRSHENE

# EDS4EEOER
res[3]

A

CITyin ZHVTXFIINICHEOHENEEN TV 2P EPZHET 2 HEEMNL
E3

# BEQHENZFEITVIHEPHE
FAAY in FEFHHITT

True

ZO—EDOF[%E for L& if XAaE-> TXHEFOLHFEIHALTHET .

# TIERBM &R

res = mecab.parse(text)

# %5 (noun) DHZEIMH
nouns = [J
words = res.split('\n')[:-2]
for word in words:
part = word.split('\t')
if '3 in part[3]:
nouns. append(part[@])

# B

nouns

UFHHY, FA—TS-Z20, @, B, AL, A, KE
ERoflESEIC, LTORXA»SEFMDHZMBELTHEL LS.

o XNATTR T4 —TF—=V T2 EALBNEE P NTHEED X 1 777 F8E %17 -
TLET,

o FNH T OREOEHEIEKER TEIBBEE - Ry DY 2T LRI, ERLEOHE
IK#boTVE Lz,
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8.4 H5FHHH

o PREE WA PREAREE D & LLBENRART, BEPBHMEE OB EXX 5
THERVET,

SHROGFLZMET ABCEN LT, BMEIELTBZL2BEDLET,

# B
def get_nouns(text):
nouns = []

res = mecab.parse(text)
words = res.split('\n')[:-2]
for word in words:
part = word.split('\t')
if '4&F' in part[3]:
nouns. append(part[@1)
return nouns

# B

textl = 'FAHI TR, F1—T T2V JESALEREBPATHERDF DAV RBBETO>TVET,
text2 = ' F DAY DRROBEBIIA LR TIIWHFE - ORY O RT LHIE. EELBEOMRICHED> T
WE L7,

text3 = 'WHFBIIMACHRLREELD £ LLBEHSTRIRT, BEPSUHFBONREZAZLRERYD
9. '

nouns1 = get_nouns(text1)
nouns1

UFDHY, FA—TS=ZVT, #i, 2B, AL, A, FhHS, W, HE

nouns2 = get_nouns(text2)
nouns2

CFAHY, R, HE, AT, CEE, (FB, ORy b, PAFLA CHE, CER, o
YR, R

nouns3 = get_nouns(text3)
nouns3
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%8 E BRSHENE

DR, CEE, RS, R, RE, 0, R, CFEIR, M, CBE, PE HE

Eg)
8.5 HHEANOKR
EASHEICBY AHEEE L, [MAMTEFHTL s, MHETIEAAIEE HEECS

BZREFHD, ZLTANELEEELRSIY Y IL LI TRTNEED A LY
L. BRASFHEOXEE VS bORKEFEOKNRRD ., INEBMICHERICRHT AL TE
Fth. £z, THELBFELZEOL I ICHENLT HDOTL LI

Bow

BFETH, COERSHAHOBERICEL TIE. HWPSE2ERITOATVARFTT
., RbHELEHE L LT BoW (Bag of Words) 7% 0 £9. BoW &, BEOHBIC K>
THFEZBEICERT 5HIETT .

Bt a2 s e,

o BEOHBHY 11
o BHEMHBRAEL 0

ICEBLET,

il
ZCTHELP ARV EDHHEL LD,
PR : WO 3 DOXF% BoW IKEHL T £E L.

1. FARBEIGFETY,
2. BHIDHEZEIMOVEY,
3. HELRMIVAITY,

O 3ODXICHIT HBFELTNTRIILES.
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85 HRHME~DOZIR

[# @ BE & & TF &W ® & &< B T & 84 WATZ]
BEIH L REI L7 B2 BB LS T .

1. [111111000000000 ]
2. [e01000111111008]
3. [e10110000000111]

BoW BICEE%ED

HASELIED BoW NOEHUL, gensim EIFFIENE 54 75 ) CRBICEETEET. £
7z, PyTorch IZ1&. torchtext LMFIENh 3 HARSENEICHET SHIMEA2EETEL5(47 5
UABHVET. BoW 21ERT 212E TH NI gensim THARDTT A, ZHLUSHIE torchtex
tEZEATAELVTLED . E55VALTHEIHASNSGSA T 2OT, BHEEL
BEDICHoTBL L2 BEDHLET . torchtext FKELBETHANL TV EET,

from gensim import corpora, matutils

S L &% 1 DD Y AMIEEDTBEELE D,

# &FAYA b
word_collect = [nounsl, nouns2, nouns3J
word_collect

FDHY, FA—TF—ZDT, W, FE, AT, A, RABL, R, KED
CEHHY,
o,
T
KR,
e
-1
oy R
SRFA,
ET I
B,
s,
I,
O
-1
e
e,
g,
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%8 E BRSHENE

o',
e
'FEIR,
'FE,
VR,
1B

%9 BoW TR, k& LTEDL I HEFAPERSATLA2ELAThE RS AWV
O, FHEOERZITVET. COMENICEZNDRADKS BoW ORMBOMICRD £,

# EEOIEM

dictionary = corpora.Dictionary(word_collect)

VERR#IC dictionary #RTH, FHIFIBETEE A, len() AV Y FTHEICERIN
BESEDPVET,

dictionary

<gensin. corpora.dictionary.Dictionary at x121fcaf10>

# HEOHEAY

len(dictionary)

25
BT, items() AV Y PR THYZHRTEET, BRENHFELHEL TBEE

Lxo,

# .items() CHIAEHER

for word in dictionary.items():

print (word)
@, "FHAHT)
A FA=T == T
@, 'AL)
@, '#B)
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“, BB
(5, 'HH)
6, ')

(7, 'HIEE")
@, 'YATL')
@, 'aRy k)
(e, 'fk")
a1, 4
a2, 'HE@)
3, 'EHE)
14, "KFEBR)
as, 'Bif&)
e, ‘HAFE')
a7, 'FER)
s, R#H
@, O55=10)
(20, ')
@, WA
(22, '#E)
(23, 40"
(24, "#F")

EEDPBOVED ICHEBLRRT &, 25 HESLENDRVE L,

BoW IZX#7 3

ZNTIR 2558 gensim DRERER > T, XH T EICHRENRM SN TS words 2 BoW
WAL TVWEE L L S0 doc2bow() BRBRIDEBY FF 2 X2 b& BoW FERICEBRL T L
HAY Y BT, gensim TAET BREICELfHbNB AV Y FTT,

# doc2bow T
bowl_id = dictionary.doc2bow(nouns1)
bowl_id

[, 2), 0, D, 2, D, G N, @ D, G D, 6D, 7 D]

bow2_id = dictionary.doc2bow(nouns2)
bow2_id
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[, M,
G, D,
G, D,
@, N,
o, n,
(1o, 1),
a1, 1,
a2, 1,
as, 1,
4, 1,
Qas, 1,
@6, 1]

bow3_id = dictionary.doc2bow(nouns3)
bow3_id

[as, 2,
(52)
@7, D,
as, 1,
as, 1,
(20, 1),
@, 1,
(22, 2),
(GE] bl
(24, 1]

ZOESIT BA YTy 7 AFFITR LT, HFIHT 2 HEBEOHIUEKA 0 TrWHEITH
Y FSNEEBENENTOBIESDRADET, AE) 2ENT S0, HRLALERE
SEROANESTL 5728, matutils.corpus2dense iC&k->T [0, 0, 1, 0, ...]1 D&
LZREPEERICLDEERICEZSZENLEELVTT, BoW TE#BRLE L&D, BHRINT
VB EHEENT I BICKEROT, BAICHBLTELIELIILET,

# REEREEUS

n_words = len(dictionary)

# SHPFHORSICEH#R
bow = matutils. corpus2dense([bowl_id], n_words)
bow
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array([[2.],

[0.11, dtype=float32)

85 HRHME~DOZIR

bow. shape

@5, 1)

BHETEE L. BHEEOANEE T 25EEANNRY MLERARTHENT 5 2 EnZn

DT, BEEEVEL LS. TEES LEETEET.

# BAMICER
bow = matutils.corpus2dense([bowl_id], n_words).T
bow

EEMAIER G s ton o Uan e ss Thn Gg sy O Ol O €
©.,0.,0,0.,0.,0.,0., 0, 0.1]], dype=float32)
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# HR

bow. shape

Q, 25)

/o, RT ML 212 OBRHOEFOHHH L E T

# N7 e
bow = matutils.corpus2dense([bowl_id], n_words).T[0]
bow

array(f2., 1., 1., 1., 1., 1., 1., 1., 0., 0., 0., 0., 0., 0., 0., 0., 0.,
0.,0.,0.,0.,0.,0., 0., 0.], dtype=float32)

bow. shape

25,)

WREBVICHET 2 L AR TELZOT, COREL2FICHLTHEALEL &S0

# BWIC K BHRENY MILOER

x =10

for nouns in word_collect
bow_id = dictionary.doc2bow(nouns)
bow = matutils. corpus2dense([bow_id], n_words).T[@]
x..append(bow)

x[e]

array(f2., 1., 1., 1., 1., 1., 1., 1., 0., 0., 0., 0., 0., 0., 0., 0., 0.,
0.,0.,0.,0.,0.,0., 0., 0.], dtype=float32)

x[1]
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ETRENA iy Oy (oo ey Gy gy Cory Gy Vsl Ui Tesey Wy Uooe ey ooy ey e
0., 0.,0.,0.,0.,0., 0, 0.], dtype=float32)

ID&IIT, ARUAHBICE SV T XERORERE N~ F LIz BoW #MERShE 3.
HItHORZEEBLET .

BoW 1

#
I&
FhHY
¥

o

0]
one-hot &3

O O B —
O © | O ||©
o o —= o o
o &) © Bl ©
O N © I O ||O
ol — NN — Nel
ol © Bl oo
e < K=l < K=

TF-IDF &i&

ZZETBoW 2HVTXED SRBARY PV EERT 52> TEE Lz, BoW i3y
YTNTHORTNT A, BEOHARBE DY Y B30T [TT] [£3] 2L, K
BICHBT 2D DICRHICERE R - R VHBEAOEATISTDA T E A,

Z I TERSN RO FEN, TF-IDF T3, TF-IDF & 2 DOEEOME LTEHS
N, BEECEICHEAMIT SNIRBNY PV EERLET .

o TF (Term Frequency) : 1 DDXEH TR HEEDHBHE
1

o IDF (Inverse Document Frequency)

S RTOXECREBRO NI
1 SO TR B D LT
FRTOXE TR RBOLIRE

BVHZLE DLTOXDICKHETEET,

e TF-IDF:

o TF: 1 DOXEFTHES BT 2 HFEOEALZHELT
o IDF : EHOXEICE 72h > TRIHT A HBOEAEZHS T

COEIITHIET, XEOKHE L VBT ABBICEAFIPTDONET,

o [HHR] [Vyh—]: ARV ROLFICLEIHEHT 2O TEANKREL LD
o [TT][E£F): IRNTORHETHEET 2D THANNSL LB
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%8 E BRSHENE

TF-IDF 2 AL HBARY PLOERIR I DBREET 0T, TEMSLEBRLTBEE
Lo,

8.6 XERR

BERSHEAMICHELFLEOFIES DY >0 T, EMED 1 >ThHLIXESFEEZHV
%9,

T ELTE ANLXEFERNCHB L 9 D0= 2 —ARHO ENITHET 2070
HTT) EFRT HMERETT . 2OOHNERS 9 OEERONY PLTT, &z, XH
AATMEE UTREHH T 28101 BoW 2L 345, KIFEHR L EB0 BoW BEER
TIPLANESEERELDET .

2% 0, HASHEAEOU—Fvy TTHHHP L L 10, XBHHETHI T—F13 AN
EER. ) EER] 20T, SCEFTHR-TELERO=2—F %y FT—7 THOHKS
ZENTEET,

BoW e
11O S
; .

O O | z=0
o | O o

250
se=smoums < 2 | O | T BE=

I O | ez
AN EER HhBER

SEED NN TRV RV AR

208



XEFROTEN
F I BEAPI L > DTy ES Vo RN AP T— K2y TTHRLE L 5 5.

86 XENM

1L7F¥RT—5% 2 FUHESRIRARODIER 3F7—%Ly bE 4xy hT—0%
L TRIITIEM DORBERELER ek EH - P8 - HE
| ]

* THA TR OB AY
- FBEEHENR
- FROBRY

-AToch CTHURRS |- BEONNEER
T RRRIER . o@ . pEERS
- XBORMERIEE (M) EER

- FACTMRAT TRBE I L, SBEER
- HEZBLTIE% BoW (R

THANTF -2 EEBY L TERICER
BUWIC, 74 LTHOTHA N F—8 2 RAAOHEE LET. S 9 SOREAT Y
HEESEORNETT

[ dokujo-tsushin

7 O3 it-life-hack

[3 peachy

[3 smax

[3 kaden-channel
[ livedoor-homme

3 movie-enter

[ sports-watch

[ topic-news

FEANT—F 2HEAAGHEICE glob EVDFTA TV ZFEALET. FFR M F—F IR
STEET =52 CSV &, H50 5T —5 2iRAMALKIC glob BSIEH AR LD T, VK
VWEARZTBEEL LD, glob ZED & HELLZ 7 A LS ALHFEET BT 7 A LBLVOT #
LF DR PATH 75U A PRICEMS N, —ETHEShET,
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from glob import glob

# THEANT—EOHRHAS
dirs = glob('data/text/x"')
dirs

['data/text/movie-enter",
'data/text/it-life-hack',
'data/text/kaden-channel ',
'data/text/topic-news',
'data/text/livedoor-homme' ,
'data/text/peachy",
'data/text/sports-watch',
'data/text/dokujo-tsushin’ ,
'data/text/smax']

B SN2 RS EERFHHOTOEVDOT, 7+ L5 O—ErREShizEEZON
9, E5IC glob THBWANFLTHET .

# PERF . txt B 7 7 1 W OBIE
filepaths = glob(dirs[0] + '/x.txt')
filepaths[:10]

['data/text/movie-enter/movie-enter-5978741.txt"',
'data/text/movie-enter/movie-enter-6322901. txt',
'data/text/movie-enter/movie-enter-6176324. txt',
'data/text/movie-enter/movie-enter-6573929. txt',
'data/text/movie-enter/movie-enter-5914880. txt',
'data/text/movie-enter/movie-enter-5878782. txt',
'data/text/movie-enter/movie-enter-6354868. txt',
'data/text/movie-enter/movie-enter-6035751. txt',
'data/text/movie-enter/movie-enter-6689395. txt',
'data/text/movie-enter/movie-enter-6375454. txt']

TRRTF . txt PFVAETFA P77 A VO—BEEZRETEE Lico TNHD7 74 )LD PATH
EZEALTTFANT =Y 2HABATULDTIH, HHOETZOXENEDHTITVIIRT
BHEEROPRTEEEL AR T 2RENHDET,

FTRTFFALNT -V ORPAHLEEMLET . TFAMT—FDFHEAAHITIE open() &
readlines() ZMAADLETRO L ICRBTHDT, HATBEEL LS,
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# 774 PATHE1 DEIG
filepath = filepaths[1]
filepath

'data/text/movie-enter/movie-enter-6322901. txt'

# 774 VEER
with open(filepath, encoding='utf-8') as f:
text = f.readlines()

# EDB10TRE
text[:10]

['http://news. livedoor.com/article/detail/6322901/\n"

'2012-02-29T11:45:00+0900\n "',

HERES. PRECEHICOF Y MTB EFICEIN,

"\u300e [7>7FERYBHSEFELTOFIEONL] \n',

i\

'\u30002F28H. BE [HHAY. FPAE] GA1eB&YARR) EXHHELLNEA 7Y TELT. FREX
IHE—BPFRICESPE=FEE TR T —VICURRIRRET o, AETEREBOIHRELED
BT SAXTEBL. ANV hEBY EF. \n,

\n,

\u300e 1 N> h DRISTRNR=HBHFBIAEL [AREABKZLBER >TVBENIZET. KRTD
7eHIc. XEHPROREEEURELTVETOT. F YL Y BHTER> TEE.] EBMULERLS
ICI—V&%D7z. \n',

i\t

"\u300o SEIDFFIREIL. 28BHITITDIE,. FETIE. OF Y hORIEESBO>TVBDD, REFLARKOE
DAREERE, OF Y FOFRBHEEEAFEPEAEIAN (FEALHEMRERE) HSHA. SMUILEESRK
FBEERI TV, BEORRICHERISBIBT L. AOHMORD >LERD SAZREKFS LY. RIBI
EHICEY EAFo7 \n']

FEEEREZIM RS

Wi EN2F—5 £ BB &L 1~24FHIC URL # B4 EOAL L ZHBFO % W IHEANES >
TVET, JOKD RELHRRFEOMHTICE 5720, WOBOVTBEELL . FFAL
F=I ) A MEITHRENT VA 720, 3FTHUROF — 5 &l T LZRRT 50T, U 2
MUOEHES % [2:] THET 52T TT,
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# MTEMUBROT— &2 &L
with open(filepath, encoding='utf-8') as f:
text = f.readlines()[2:]

text[:10]

[ERED, pREeedicosy MIBEFICRINN,

"\u3e0o [7>FFERYBRHSEEE L TLFEO] \n',

"\nt,

\u30002F28E. BRE [HHAY. FPAE] GA10BELYAR) EXBHBEEORI 7Y TELT. FREX
UHEA—ABPFRIOBSRPE=FEE FH AT —VICLRREEET o, AMETEREBDIEREB LD
Y754 XTHEBL. 1Y MERY EFFZ, \n',

An;

"\u30001 N b ORI TRMBE=XBRFEIKE [AREABKEZLBER>TVBENIZET, RRTS
7eBIc. XEHPEERFEEVREL TOVETOT, Fv LY IRBMTRRS TLEE.] EBMULEELS
IEI— %7 \n',

G

"\u3e0o S BN, 28HITITDbNz, BT OF Y hOREESBO>TVBDN, RELLHOEF
DAZERE, OF Yy NOTRBHEBAFEIEFA L IAA (FENEHMREARME) HBA. SUEERISRK
RBEERII TV, BEORBICHERDPBBTEE. MOMORD O LERDPSRERBEFEN LAY, SIBI
E5ICEY EFo . \nt,

\nt,

"\u3000E28BTIE. BREBML. £ELEBICTIa—NOF Y NERFESER. OF v hERUREBTRIE
TIET, SOIBRERDDEVNDIED, REDMBHIIKREREKLD. SEIG. KFDBREFDI LHT IV
O-LTHRA. REZLATILI-NOTY MPRBICKTEICHTRIBE, DS "R | \u3000FXK [HHA
LR EE] KeEy M EWSENFHSBB L. BMULERI A0SR HITOI. BELHED
LAY MIET L7ze \n']

T—aDEWY

TERERARHT 2175 £T. XBLME | DOXFINE LRI RENSHOTTH, SHEO
XERRYSATY X MRITEMSNTRE T, ZOLH, IRNTOTFFAMEFEAELT1 20
XFFNLET. COWRE, VA MIORBER AT BHEFRTH S join() 2L
ES

# (TELROT— K &

with open(filepath, encoding='utf-8') as f:
text = f.readlines()[2:]
text = ''.join(text)

text
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'BRED. PRELEHICOT Y MIBEFICKINN3000 [7 T F &R BHSEEE L TOFEOL]
\n\n\u3ee02H28E. BE [HEHAY. [FPRE] GA1ALYAR) EXHBHBEEORI7Y7ELT. THKE
RIMEAERRRICEORE=FEE FE 2T VICULERRREET o . AETEREBOIBREL
BYT 51 ATEHL. AN MEBY EFz. \n\n\u3eee1 N> hDERSTRAR=XHMFEIAER [HRE
ARBKZBBEROTNBENSZET. BRI BHIC. XHHFEORBEMEVLELTVWETOT, Frl
VOB TR TLEEV. | EBMUAERABICI—L %X 57, \n\n\u30ooSEIDIFRIREIX. 28BHITT
bhiz. FHTE OFY FORRESRO>TVBOD. RELAROEOAZELRE, OF v hOFRBHEEER
FHOIFFAEIAXA (FERZHMRFEAREE) FHA. SMULERERRRBEZRT TV, #BBRORRICHE
BRABBTBE. AEMSBAOEREDSAZLEFES LS. RIBIFESICEY EA D7, \n\n\u300eFE2EE
Tid. BROBML. £k EbICTLI—NOFy hafk§E L. OF Y NERURBTRIETZET, &5
ICB@RERDBEVND 0. REOMBIIKE BRI, SEIE. KRPBBREFS D7 I—ILTRA.
HELLZNIA-NOFTY MIRBICKTRICHHTITRDE. N5 ! \u300eFE [HHAY. FPRE] X
by MR EVSENRHSBIBLE. BMULEE 24 LORTBYEOTbh. BRELHEOHR. 1A MNIK
T L7z. \n\n\u3000BER D SSEDA N MIDWTIAX Y FEBNTUVS. \n\n\n— [BHAY. FPRE]
FRLE LR, \nR | FBARES TEELE. SEEFOTKATVIDRBPEZELEENDZET. X
ERATRERZEB LK EAHBEBVET. THFDTHIEATAEZL, \n\n\n—A LK DFIRFEE
BOETH. ODDBTIH 2 \nBR : FROTZARICEN 272137 (R) TH. ZABRBVREREEBAL
BERVEL, RELTOET, \n\n—FRSARFRICEKSHVE LD ? \nlR : HRVRKSHYE
To BPRZBVTINEALTREVANEY LTOELZL, FEET TR, EPPESFICORESHY) F
UZe. FETEM. 08X ODFHOME. BPIZFoTELATIFE, SE. AECHRLATAEDDS
BRIy IKADAENY T REREFEMNBIENTEE Ui, BEBOBBOAZE D725 ZABELHLE
RERHDOTLEERVEIH, IMADAER. BEVF. HIVORLETWNICH vV FIBIETRESE
EDFTIRS, §TNCETY &R \n\n\n—FRENLRIBBERFLER LR T LAY, REZFLEOH
REAEBLRDECARBVEITH? \nR : T HBERVET, RBADHT [HIHEEBRERDTIC, K
BUICRSKBERIDATIETHD.] EVDITA VAN - Fr—FLOERPHBATTN. FXICEOR
BELTRREZLTES52T. BREXDLRVTRICRIFRENS ZLIF, BLBETALEERVET . \n\n\n
—HREADFE=ZFELEOBEOBIIFTLED ? \nBR : FRTo>EH Y H—LPLTOWELRATLE. B3R
BLIEREHRL T FRNRRERNITOTVBERFTLE (K. ¥V H—BFILBRVENDLATIN, &
BRICREIOHRICABZ LR Y. [AFWESRRIDOHRICE 2RO TVE L. BRIEAGEITEAR
BEHFEOTWBDPDABHRVDT, 7Y T ERYBHFSEFEZLTVFRVWERVEY., HEd. BHEEA
VT BDBAEDERNZERBSIDT. < EADAEHES> T, <K EABBELT (K). RICKLBIY
ZEFRRTT &R \m\n\n—BRDFEAR IO T MCSEIFT S T &I 7 \nfER © BAROBISNIE
FEP T TR TROWFRVENWSKERIKROF T, ELOERICFLESA T NEZRPIETINS, &
PREEHWICBLTH, 262 LAR—A—ADBEL TOTHIE, BRPTRALPBOPRERNVET,
AM\Mn—RFIC—SBROLET. \nBR  INADFHOVEERETEEI L. H3—D2DT—ID. RIEP
HEOBENSEZBEBIVETDT, 72 EADHBEAIHTES 2T, GO EFENERER>THS L
WTY, ZLTEANAD > THUREH L T<AB LS BREICE > TORIEVWARERSTLET, \n\n\u3eee
AEE. IANADHBNDE E. 2011568138 ICKeoFF ODRITOR. WIRNEIBER LI NKERER "2PIE"
ICEDDBEFEIERTEY — NEIDRBILL /26D, HIRICIE. BREHD. . ZHEM. FALEALOHN
ERESRR L EEFRDF v A MPBRIVL. EPREEALDBROMERE . \n\n\u300oBkE [HHZY. 3P
A& (. 38108 (1) & J30220FERFAR. \n\n - BRE [HHZY. BPXE] - ERER\0\n [BETE] \n-
BREDL. H5AROHEORT — IV TRERFHEITIRON - [ERRE] QT AEF | \uee0 > REICHL —
IKr—+% T\

EHICT T WHRBASNTVB IR =7 —F 2 A\n BEU\u3000 ZHIBRLTHE
FLlxd. AT INFFIZEXT " BRI 723 TY,
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# IR —T o=V A% BB
with open(filepath, encoding='utf-8') as f:
text = f.readlines()[2:]
text = ''.join(text)
text = text.replace('\u3eee', '')
text = text.replace('\n', '')

text

BRER. pREECHICOT Y MTEEFICRYY [72 7 FERYBHSEEE L TOFIEL] 28288, B
B [BPZY. PR GRIBLURR) EXHHFELOEA7Y7ELT. TRERKIIHE—BHRZRIC
BORRPZFEEE FH ETVICLERBIREET O, KIETE DBRELDY T XTEBL.
AN MEERY Elffc, A PORETRNR=XBHFEIAER [AREARBKELBEHO>TVRENDT
ET. RRTBDIC. EPHFEOREEFEUBELTVETOT, FrL Y IRBBTRERO> TEZW.] &8
MUEREBIC TV &R /. SEIORRIREE. 28BHITITDOE, FETIE. OF Y hORRESKRST
WO, REFLEBOEOAZZRE, Oy NOTBHEEARFTEIEF LI (FEMEHRMRME) H
FH. BMUERRRRRREERI TV, ABORRICERIBBETZ L. AOMORDLERN SR
FRBEHS LS. RIBEESICEY EF . BT, BROBML. £k cbicrza—inry bas
etk Oy hEFURETRIFTZET, ESICEBRERDZEVND BN, RBEOMENIKE EBRLS.
SEE. KRPRBREHSLDHTINIA—NTHRA, RPELALTLI-NOTY MPFRBICKTEICHPTIE,
PSR EEK [BHAY. EPRE] Kev M EWSENABASBB UL, BLLEF 28 DESHE
BHiTbh, BEEHEDOH., (XY MIKET Uiz, BRASSEOAAY MIOWTIAX Y MHELTLS.
— [BPZY. EPHE] TRLE LR BR: FREAREASTEE UL, SEEF>TIATVSOEHE
SHEEEVNDTET, FRERATRERIE S EABHBERVETY ., THRDTHICEATILE, —
ALRYDORERIZERVETH, WHHTID ?HR - FROTIABICEN 701 ? (R) TH. ZAREN
PEREEBALBERVEL. RELTVET, HREARFEICREDH Y E LD ?BHR - A RE
BHVET, BPREEUTFNEALTREVEANIZ) LTVELEL, FREFTEL. EMPEBEKICHRK
BHYUEL. FEIER. cofFONFEOME. FPXZFBOTELATIFE, SAE. AMECHELRITR
BbDERM. INADAEDT K AELREFEMBIENTEE L. BOEIDEBOANLESLETALIKE
LHBRERFRFOTLEEBVETH, AADAEE. BEVF. BIUOBLZEFHNICF v v FIBIET
BEE DI TINE. §TVTETT L. —ERENABRRIBERLER LR TLED, hEZFED
HREAEBLBETARBIVETH ?HR : TT<HZEBVET. RBEDHT [RIHERFBREEDTIC, X
BUSRSEKBERIDPATZETHB.] EVDIVAVARY - Fy—FIDEEDHIATIN, FXICZLOR
BELTEBELTE5>T. BREXDRVTRICBIFAEWNI LR, BLBEIALEBVET. —HR
EADFEZFEQRKOBRFATLED ?HR  ERT2EYYH—LALTOEEATLE. BRESIIPS
BT FRABRRERNITOTVBETTLE (58), YYH—BFICRVEDDEATIH, HBRITTHEE
DHRICABZ LR TPV ESRBIDOHRICS RONTVE L, ABREABETTEARBIFOT
WBPDASRVDT, 7YTFERYBHSEFELTOVFEOVERVETY., bEld. BREXRALYTEOD
BAEDHEVWEERIDT, 1K EADAEHE ST, EKEABEBLT (K. RICRLBITZEDAE
TY &b, —BAOFEARTOI 1Y MCSHEBRFT R Z LR ?HR - BAORRERNIE7 V7 THITR<
TRHVFBVEWSAZLRROF T, ZLOARIKFLEEA TNERPIETIAS, BRI 25HICEL
TH, H2EHIEAR—A—AFBELTOTHIE, BEBRHFTRALPRUPRERNEY, —REIC—EH
BOLEY. BR  IAAOFHONBERETEET L. 6532070, REPHEOHENSIETZ0H
WETOT. 12 BADHBEAIRTES 2T, 62 EFEANRKER>THOWENTT. ZLTEAEDD
THULAEH LT MBS BREICE > TOAEVVREB>TVET . AL, JAKDBANE L. 201156
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B13BICHeefEF QODRITOR. HIRAERELZNKBRER "IPIE" ICEODZIELERTIEY — %
DREULL 26D, HRICKE. BREMRD. &, SHEM. EALEALZONBARSHR ESFROF v R b8
HOL. BPXEEALDBROMERK . BB [HHAY. FPXE] & 38108 (1) &V 30s20EFARM. -
RE [BHZY. FPRE] - (FRiER (BEREH] - BEREL. K5BAOHEOR T —LTEFHRITIRL -
[EPRE] DITNABF | SBBICHL—ICT—FE T

INTTFA LT =¥ 25sAG—EOFIHEZ BT EXOT, BEICEEDTEEEL LD,

# HIMIRRIME
def preprocessing(filepath):
with open(filepath, encoding='utf-8') as f:
text = f.readlines()[2:]

text = ''.join(text)
text = text.replace('\u3eoo', '')
text = text.replace('\n', '')

return text

filepath = filepaths[1]
filepath

'data/text/movie-enter/movie-enter-6322901. txt'

preprocessing(filepath)

HRED, pRECEHICOT Y MIBEFICKD) [727FERYEH SEFEE L TLNFIELD] 28288, 8
B [BHAY. PR GA1B&YARR) EXBHEEEORI 7Y TELT. FTREARIME—BHRFRIC
BOPF=EEE FH ETVICLLHRIREET o, AMETEREBDIBERBLSY TS XTHBL.
ANV hEBEY Bz, AN NORETRENREXENFEIAER [FREABKEZLRBER>TVBENST
ET. BRI B0, XBHEEOREEFUBELTOETOT, Fr LY IRBBTRER> T L] &2
MUERIBIC I -V EE > . SEIORRIERIE, 28BHITITON, F1ETIE. OF Y hOFIRIESRO>T
WBOP. RELEHOEOAZE AL, O7 Y NOTBHRERAFHEIFAL I (FENEMRMRERE)
B BMUALERERREREZI TV, BRORRICBRASBIRTI L. MOEMSLA>LEREDSK
EFREEH LD, RBIESICHY EHF o7z, BABTIE. BROESML. £EECHIETNA—NOTY MER
&L OF Y bERURETRIZTZET, EHICEBRERDZEVDHD. REBEOMBIIKR ERFRLED.
SEE. KEDRBREHD /2HTNA—ILTRA. RESLLTLI-NOT Y MRBICKTECHHTZE,
FAS W EE [BHIY. FPRE] Key M COSBNABHER L. SMULER 28 0RR
FHITbh, RELHEDOH, ANV NIRRT Lic. BRPSSEDA N MIOWTIAXY hBRITWVS,
— [BHZY, BPHE] TRLELR, BR  RBEREHSTEE L. SEEF>TIRTVSDRFE
SEEEVWDZET. FEERATAELRIE B EAHBERVET. THRHDTHIEATILEEL, —
ALRYDREREEBVETH, VWD TID 7R FROTIARICED 2213 ? (R) TH. ZTALEN
PEREEBALEERBNEL, BRELTVEY., —HRSARFEICEES S E LD ? BR - AR YRR
BHVET, ERIEEYTNEALTRIEVARZY LTOELEL. FEETTEL EVPESEICERE
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HHUE L, FETER. 6offFONFHEDME. EXPAEFBoTELATIIFE, SE. FECHRLRIFh
BODERM. INADAEDT K ARAREF EMBIENTEE L, BOEIDEBOANLESLEZALIKE
LEBRERFRFOTLREBVETH, IAADAEE. BE2F. BIYORLZEFWNICF v Y FIRIET
BEE DI TINS. §TVTETT &N, FERESNLRIEBERLER IR TLLEN, hE=FED
HREAEBLBETAEBIVETH ?HR : TI<HBEBVEY. RBEDHFT [HIHERIBREEDTIC. X
BUCRSKBERIDPATZETHB.] EVDIVA VAR - Fy—FIDEEDHIATIN, EXICZLOR
BELTRMZELTES52T. BREXDRVTRICBIFREVNS ZLF. BLBETALERVET. —HR
EADFE=ELEDROBIEFATLED ? BF2EHYA—LALTVELRATLE, AREZIIPS
BLT FRABBRERNIITOTVB LT TLE (58). YYH—BFICRWENDEATIH, HBRITTRE
DHRICABZELRY . KBV SRBIDHRIC5 >ROATVE L. ABREAGEITEABRENFEOT
WBHDDBHRVDT, PUTHERYBHSEFELTOHEVVWERWETY, bl BRERALYTEOD
RBAEDHEWEZERSDT, K EADAEHRS T, L EABESH LT (K). RICRKLBIT ZEDNKE
Ty &R, —BEAROFHEART/OD 1Y MISEIFTR LR ?HR  BROMRRENEZ7 O7 T th<

TRVFBVWEWSAZLRROF T, ZLOARKFLEEATAERPIETINS, BPIX25HICEL
TH, H2EHI EAR—A—AFBELTOTHIE, FEBRHFTRALPRUIRERNET, —REIC—FH
BOLET. BR  JANAOFTHOMBERBTEEI L. 5207 YD, REPHHOKENSEZZHH
WETOT, 72 BADHZBEAIRTES 2T, 62 EFEANEKERF>THOWEZNTY . ZLTEAED D
THULREH LT NB LS BREICR > TORIEOWRER>TVET . AfFE. JAXADHBHDE L. 201156
A13BICH60fEF ONRITOR, HEAEREL/NBERER "BPIE" KEODRZEEIFERIEY — %
IDMELLZHD, WRICIH. BREZMD. & ZHRM. FALEALOMBIESRE EEFROF v 2 hHE
RO, BRIEEALDBROKER< . BRE [HHZY. BPXE] . 38108 (1) &Y 30s20FRF AR, -
BRE [BDPAY. BPIE] - (ERER [BERE] - BREE. FE5EXOIHEOR T — I TERPEITHRL -
[EXRRE] DTNXBB | SBBEILHL—ICTr—FET

T7ANDETFALT =Y 2RAHPDGCEBN TEDN 572D T, for RV TRFITHEA
LEL&Se oy TRAMNT—IHEI 207 T (BEE) SHELTEBEFH DT,
for XPIT enumerate %{#-> TERFS L HEHEELE T,

# enumerateDfEMAE

for (label, dir) in enumerate(dirs):
print('BHFES ', label)
print(' 74L& 1, dir)
print(" )

BEFRES 0
T AN : data/text/movie-enter

ERES 1
T AN ¢ data/text/it-life-hack

ERES ! 2
T AN data/text/kaden-channel

BERES 3
T AN ¢ data/text/topic-news
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ERES
PEYZ

BRES
PEYZ o

BERES
PEY Z

ERES
TANE

BHRES
TANE

8.6

4
data/text/1livedoor-homme

5
data/text/peachy

6
data/text/sports-watch

7
data/text/dokujo-tsushin

8
data/text/smax

CHODFIEE 1 DICFEDHT, IRNTDTFAPT—F2HUFLEL & Do

XENSR

texts, labels = [1, []

for (label, dir) in enumerate(dirs):
# &7 4 LI NIARDT 71 LPATHE £EUF
filepaths = glob('{}/'.format(dir))

for

filepath in filepaths

# TEANT—EER

text = preprocessing(filepath)
texts.append(text)

# EEZNIER
1abels. append(label)

# HRDIHT —RERR

labels[1

]

# RAD
texts[1]

100X FHEFRR
[:100]
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%8 E BRSHENE

'BRED. hREEESHICOT Y MTSEFICRYY (727 FERYBHSEEZ L TOFIEL] 28288, B
B [BHAY. 3PHE] GAI1ALUARR) EXBRHFELOXAIT7YTELT, FRERIHE—"

HRERBRORRDP SRBERZEZERT S

FTRCOANEE ., BEEZBIGT 2 2 & TELOT. ANBEICTEAERAN 217 > TRz
EAERULTWEET . BMICEORMERIER (HiE) 2E#HLEILED,

SEZRFOHT TV ZTFRT BT -3 TITH EOL S LHEBESLEORBERTOTL &
IW? EARAR—VICET ARFTHNE [FR] [Py h—]. 77y ¥a iclldsi
HTphE [H] R V- LBEFZBETHEEIONET. DFD, RHOHNT T
VEFHT S ETRERAVEELRBERIERTHIEEAET, R L AAARMHAH OB
get_nouns %2> T, XHELAETHA SN TLEHFZTNT word_collect &35 Y & Mg
MLTLuEELED.

mecab = MeCab. Tagger (' -Ochasen')

# RFhT AR
def get_nouns(text):
nouns = [J
res = mecab.parse(text)
words = res.split('\n')[:-2]
for word in words:
part = word.split('\t')
if &3 in part[3]:
nouns . append (part[01)
return nouns

word_collect = [1
for text in texts:
nouns = get_nouns(text)
word_collect. append(nouns)

# BEID20{A7FERR
word_collect[1][:20]

CER,
s,
e
may ke,

T
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86 XBHE
EE,

o,

‘A,

128",

B,

R,

'3,

GRS

Gl

A,

PN I8

S,

%1

FTRTCOLGAPEMS NIz A R ZERTELD T, gensim 2T BoW HOBEZER
LEd,

from gensim import corpora, matutils

# HBICEENDHENERD

dictionary = corpora.Dictionary(word_collect)
len(dictionary)

62928

COFFHHELHEALTCHIVOTEY, HRARMPSPROREZT A VLYY TF2H2ET
RUOBLHBOHKNET, Wi, HAEBASETES [F] ] 2L OMEE, XFH

THELBEREZRIZWIESEISNLDOT, %R &% BoW » 5 TF-IDF ICZH ]
THRVET .

# BREKRTT VYT
dictionary. filter_extremes(no_below=20)

len(dictionary)

7295
ZD&ITREHT20 B EHBELAWHER 7 A LYY B LT, BEBEHENXAST

EFTEE L, JOEERYBCREETE L L LY T, 2EOHBEREHIET 5%
RUH0ET, Fo, BEBHBELERLASTOHECES. COBBTRELTBEELE D,
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%8 E BRSHENE

# BHDMEABKDIRTE
dictionary.save_as_text('livedoordic. txt')

HEEZRVWTXEZ BoW ICEH#TS
TNTRER L BB R (- T, T8 % BoW ICEBLE L x5,

# HEAOEEREIG

n_words = len(dictionary)

# BWIC K BHREANY MLOIER

=[]

for nouns in word_collect
bow_id = dictionary.doc2bow(nouns)
bow = matutils. corpus2dense([bow_id1, n_words).T[0]
X.append(bow)

import numpy as np
# BoW B fRMBZNunPyEISIIC R IR
x = np.array(x)

t = np.array(labels)

x.shape, t.shape

(7376, 7295), (7376,))

# 1ER L 72Bon & FERD
x[0]

array([1., 1., 3., ..., 0., @., 0.], dtype=float32)

x[0].shape

(7295,)

ZZETOFIRTNE. BoW ICEBRTEE L7z, .shape THERL-EBD, AT x BESE
7295 DR FLVTY,
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86 XENM

FBRO%E
BWRZEE CMABERTT -ty MM TEIDOT, PyTorch THVH/ABTF—5 1y
FPOBERANDERETLTHBEE L& S

import torch
from torch.utils.data import Dataloader, TensorDataset, random_split

# PyTorch CHBICHEATEBHANER
x = torch. tensor(x, dtype=torch.float32)
t = torch. tensor(t, dtype=torch.int64)

# ANEEBREEEEDHT. 12DF TP 1Y Mdataset|CE iR
dataset = TensorDataset(x, t)

# train : val : test = 60% : 20% : 20%
int(len(dataset) * 0.6)

n_val = int(len(dataset) * 0.2)

n_test = len(dataset) - n_train - n_val

n_train

# TVALIHEEITS . ¥— NEEEL TBREERER

torch. manual_seed(0)

# T8ty hORE
train, val, test = random_split(dataset, [n_train, n_val, n_testl)

# NyFHLX
batch_size = 128

# Data Loader Zf&

train_loader = torch.utils.data.Dataloader(train, batch_size, shuffle=True, drop_last=True)
val_loader = torch.utils.data.Dataloader(val, batch_size)

test_loader = torch.utils.data.DataLoader(test, batch_size)

XY NT—UDEEEFE
XHARGAT) - HAE BIEEREOT, BHONEMEEFIEDIEHY Eeho V>
TNz 3JEO NN ZEELTOEZ L&D,

import torch.nn as nn

import torch.nn.functional as F

import pytorch_lightning as pl

class Net(pl.LightningModule):
def __init__(self):

super().__init__()
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self.bn = nn.BatchNormd(7295)
self.fcl = nn.Linear (7295, 200)
self.fc2 = nn.Linear(200, 9)

self.train_acc = pl.metrics.Accuracy()
self.val acc = pl.metrics.Accuracy()
self.test_acc = pl.metrics.Accuracy()

def forward(self, x):
h = self.bn(x)
h = self.fci(h)

h = F.reluch)
h = self.fc2(h)
return h
def training_step(self, batch, batch_idx):
X, t = batch
¥ = self(x)

o

=

loss = F.cross_entropy(y, t)
self.log('train_loss', loss, on_step=True, on_epoch=True)
self.log('train_acc', self.train_acc(y, t), on_step=True, on_epoch=True)

return loss

BEET— 2T B0E

lef validation_step(self, batch, batch_idx):

X, t = batch

y = self(x)

loss = F.cross_entropy(y, t)

self.log('val_loss', loss, on_step=False, on_epoch=True)
self.log('val_acc', self.val_acc(y, t), on_step=False, on_epoch=True)

return loss

FAMTF—RICHT B0E

def test_step(self, batch, batch_idx):

d

X, t = batch

y = self(x)

loss = F.cross_entropy(y, t)

self.log('test_loss', loss, on_step=False, on_epoch=True
self.log('test_acc', self.test_acc(y, t), on_step=False, on_epoch=True)

return loss

ef configure_optimizers(self):
optimizer = torch.optim.SGD(self.parameters(), 1r=0.01)
return optimizer
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v hNI—00%8
ZNTI, 2y PT—ZO¥EFICADET,

# FBORLT

pl.seed_everything (o)

net = Net(0)

trainer = pl.Trainer (max_epochs=30)
trainer.fit(net, train_loader, val_loader)

# TANT—STIREE
results = trainer. test(test_dataloaders=test_loader)
results

{'test_loss': 0.3535411059856415, 'test_acc': 0.9300704598426819}

test_acc #5225 &, 93% OTFRKEETRLEON T T 2 FHITEZ 2 LR TEF Lz,

=% BoW 55 TF-IDF ICEE

HEICADEA, TF-IDF TREN - XBEZh2hoHIRE CHEL2EAMTIT 50
T[T [E9] REQHENZVDY ICEETRAVHEBEOEEE 2B T5I 4 TEE
T MERESBHEZOTT TICEWTFERENSH TV E T, BoW & TF-IDF Zh2Zho#k
RRIEZIT>THEL &I

BoW OEE4F A TOIIE, TF-IDF OFEREFIERICHBTT . scikit-learn ICABShTL
% TfidfTransformer Z{fHT % &, BoW % & LICERS NAREHHAR Y ML % TF-IDF 128D
WTERSNIRBNT PVCEIRTEE T,

from sklearn.feature_extraction.text import TfidfTransformer

# BoWIZ K BHHANY ML OYER

n_words = len(dictionary)

x =[]

for nouns in word_collect:
bow_id = dictionary.doc2bow(nouns)
bow = matutils.corpus2dense([bow_id], n_words).T[0]
x.append (bow)

# ARV
tfidf = TfidfTransformer()

# precisionld/NEREIT DHTHDIEE
np.set_printoptions(precision=4)
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# TF-IDFIC K BHMNYT MLOER
tf_idf = tfidf.fit_transform(x). toarray()

ZMNIEY T TF-IDF IZ K RN Y PVOERATT LE Lz BoW & TF-IDF 2hZh

EHBLTHZ L, HBOHRERE NV Y 27230 BoW &) bl af#ziEx s &
ICBLLizC &b DEd,

# ZHRA  BoW
x[:2]

farray((1., 1., 3.,

.., 0., 0., 0.1, dtype=float32),
arpay (L1, 1o, 15,

.., 0., 0., 0.1, dtype=float32)]

# ZHE © TF-IDF
tf_idf[:2]

array([[0.0217, 0.0238, 0.0477, .

Lo Lo 1,
[0.0155, 0.017 , 0.0114,

5 Gl o 1

TF-IDF THBERT

# PyTorch CHBTEBHRICEIR
x = torch. tensor(tf_idf, dtype=torch.float32)
t = torch. tensor(labels, dtype=torch.int64)

type(x), x.dtype, type(t), t.dtype

(torch.Tensor, torch.float32, torch.Tensor, torch.int64)

dataset = torch.utils.data.TensorDataset(x, t)

torch.manual_seed(0)

train, val, test = torch.utils.data.random_split(dataset, [n_train, n_val, n_testl)

train_loader =
val_loader =

test_loader =

torch.utils.data. DataLoader (train, batch_size, shuffle=True, drop_last=True)
torch.utils.data. DataLoader (val, batch_size)
torch.utils.data.DataLoader (test, batch_size)
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8.7 XEHM

# FBORIT

pl.seed_everything(e)

net = Net(0)

trainer = pl.Trainer (max_epochs=30)

trainer.fit(net, train_loader, val_loader)

results = trainer. test(test_dataloaders=test_loader)
results

{'test_loss': 0.22957424819469452, 'test_acc': 0.9280407428741455}

FEERENSERZ > 720, HEVELIEBVELATU R, 772, XENHORGEOHBE
BERGTHL XELEEZBUBEOHBME CEAZHAET 52T, PHKEONE 2
fFTEHZENDRPDE LI,

8.7 XESR

BT, FRREROEREZHFITELLI 2y FT =7 2L T, FilzicAShixX
ENEDEROXERONPTHT HMERETT . I TE3RDERD/NFHNOXELZARKL
Flio

o K%
o 7% M85}
o O KE

CNETOMBERELREKBRIHELTR, 1Y FT—IANDANPAERDT -2 TH
HZETY, AIRRDT—Y2EDELIICTRLTRY T —ZIHIMSE 20D, NF 1>
TEMENAFHEEZAVTEBLTCLEE L LS, HAIRDVTE, 52 LORABRLLEAD
PRSHET HEREZREDT, FISHIEERTT .
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EER BB : 71058 AZR @l xXH)

BE 10 # 210 Az O

B 20 ik 22—O o 220

B 230 *hHY 23—+ O BE 23O

& 1O ¥ z4—|O & x40

. 5= O I35 250

it 26O
Ty 270

AADY A ZHMEEIR L ANDY A AHEBEIRES

CER (YA XHE) =71

LT (CVT—4%5L) FERM

AERDT =5 TH, N7 YT 2EIE ANOYA XERMATERRD LS ITHS &t
TEEY,

# o= O Az O
& 220 o 2240
FhHY 3 = O #E 23—+ O
TF 24O 14O
o z5—0O I35 25O
pad 25— O 2t 6O
pad 27O TY 270

FBWADOXEIC Tpad) ZRE LT, ANDY A XEHIZ B

NEEFRFT — 2 LN, [F] LS RFOWIC [E] L - BfnsHi epBnd
STy HBATEPRE (b UL RZNLED) OANEEHELA-> TRECEATNET—
YEELET,

w8 BE wE MA %A MEE 4@ A 8

ol E & R G5 BE D FE

RHCRRIECEA TVE T — Y ZBRIT -2 LIERD T, HDOETHATBEEL LS. &
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8.7 XEHM

ERHIEVTHEiZA A=Y FTHEDPVRTVTLED. IV LRFIT—F Tk, H5H0
HOANMERERBL, WARRIEA RV E, SELIMIESEEA. SEIOMBERETLD
& RINF =Y THIXBHIHFET D R 2RA D LICHELET,

ZOOICERENI 7T XLH, RNN (Recurrent Neural Network) T3 RNN &
BRASELEOSHFTRVERERETTBY, T4 77—V I TEIMEASA TR ST LT
VALD1DTT . NT 4 Y TlpbET, AERTHZIENZVRIIT -5 2 ED LS I
VRS OHP—HOT O AR LEL & Do

n Y2 Y3 Ya
WHR ] [ | [ ] [ ]
IREE
RNN [ |-, | — ]— [ ]
ANE | ] [ ] [ ] [ ]
xy T x3 T4

FIERENSEBTEIE AT, 2FMEERRLELE D,

* Bucketiterator b2 & %
Ny FE

EES R Aao) -t 3
« &y hT—Y Ol - il

I
1LEEEFRLT
3 BEOEEE LS o) S.ETIEEED
:ﬁ;gqu >> 2.Data Loader >> =y >>za - ;m>> >

* MeCab ERVXEDRH HHE « Embedding /& ixﬁn LST™M
- torchtext AU e EEEER LSTME
- BHECHY RSN D BSEWR - 2R
- 5B

HELER L CHEZ IDESICELRAD
Bt DSBS TIE MeCab. Tagger () DA 73 a ~IZ-0chasen Z{H L& L7zA45, 4 [EIZ-0
wakati Z{EHALE9,
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# A7 a3 IC-0vakati E{ER
mecab = MeCab. Tagger (' -Owakati')

res = mecab.parse(' ZAIEE. FAOLFIIFHHITT. ')
res

'ZAIBIE . R O &R FHHY T . \n

YAMNIEBL, TAT =T Y= A\n EROBREET.

# split(OTY A MUCKHE
res = res.split(’ ')
res

(et B Y SO U SR & O S 21, SR S o g i e RS SIS, 5

# IR =724 Y AERYBL
res = res[:-1]
res

[LEANSB Y, R FR S DY SU R, R S ch o i gyt s

Wi, AAAECHERT 27O OBBEERLTBEET,

def tokenize(text):
return mecab.parse(text).split(' ')[:-1]

# PHEEEERIT
tokenize(' ZAICBIR. FADZBIEFHAHITY, )

DTAIEBIE, ot Fh, D, AT, U, R AHY, TE, L 1]

torchtext 2R\ EEFEIER

PyTorch IZIZ HASEORIMIBIZEHL L7z torchtext VD514 TS5 UNHVE T, gensim
HIEFICEN AR T AT 5 TLIA, torchtext 2> &, F—¥ %24 7Yz b LTEEL
TWRET, ¥y PN ARRTHARE SEBEERTEE T, torchtext THEICMHAT 5
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8.7 NEHM
EY2—VIERD 3DTY,

o Field: AfJ - HAF—F JLICFAH5EBZORMWBEHBE LRI TES Field 4 7PV
I hEAERLET. BILBICEEFEOBMBEZERLTBE, + 7Y arTEIHRELTHEL
E3

o TabularDataset : CSV - TSV« JSON %55 —% 2#HRA T, HBERON—A L4 5
TFANT—F 2 RFET S Dataset ATV 7 M ERERLET, AILEEZER L Field
I SARAET HOT, HEEROKICIE Dataset 77V x 7 2T 22 THHA. MR
DIA—FEYITMCEFET,

o BucketIterator : DataLoader & RIBDREI T Ny FZLICREI> T NET,

AERRERIRT S EUTOEBD T,

train / val / test
(Dataset)

Field_x
(Field)

from torchtext.data import Field, TabularDataset

Tl HEZERLTOWEZ L LD, £ Field 7 T AR ERLE T, FEEIERICHE LA
MIPTIEUT, SEEEAA TV aVERETEET. O HRT7 4L FOREETT .

sequential (True) : TFRAMF—IBAERIPEIPERLET,

use_vocab (True) : 3§ CICHUE(L S Nz EB S NV AT 2564, HE2ERT S
RED WA False ELE T,

init_token (None) : [XEDEH] TH 5B & 2R LFHINBERBRIC<sos>E FE L
E3

eos_token (None) : [XEDEHE| TH 5 I & &R XFFIABERFFEIC<eos>EFE L
E3

tokenize (string.split) : HETEZ L AH» 5B ZHOMMESIHH 5 T BICHER
LEd,
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o is_target (False) : HiHMEAES P ERITHEICHEALET.

2T LOEOA T a0 ETH, ABICEET200E2Ey /7y FLE L, TR
TRRER L7z A torchtext A3 FF 2 A2 b (https://torchtext.readthedocs.io/en/
latest/data.html#fields) ZZHL T &L,

# ANfE

field_x = Field(
# 1ER LB R
tokenize = tokenize,

)

# BiE
field_t = Field(
# BREFBEOHT IV EROBEICUTIDELY b THEE
sequential = False,
use_vocab = False,
is_target = True

Field 7 I ANEHTE /2D T, TabularDataset L TEHBEMERONR—ALLEZTFA T
T 2RHIABEL LD

# CVD BT —REHRHAE
train, val, test = TabularDataset.splits(
path = 'data/novel/',
train = 'train.csv',
validation = 'test.csv',
test = 'test.csv',
format="csv',
fields = [('x',field_x), ('t', field_t)
)

len(train), len(val), len(test

(12000, 3000, 3000)

$85E L7z AL ASETNICITO N TV B2 PTERR L& L & 5o TabularDataset TIER L7z T —%
v FOWEETERT ST, vars() ZEALE Y. 4B, vars() & PyTorch RAEDEKT
B —BREICIET TARA Y AY Y ABEDRES> TV S dict Bt (BHERER) 2XKRT
ZEHCOEALET .
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8.7 XEHM

vars(train[0])['t']

vars(train[@])['x']

57,
igEr,
z0,
ah,
EL1
E
G,
18
e,
EL
o,
EST

F— 5 DHBAHBNFEAIEDT, Dataset A7V =7 PAHTHRIFL TS Field 752D
build_vocab() XV v F&EfVAZ &T, MBICEEERE ID (S5 TEE T, FEEIERT
3723 THNIL gensim THATRETI A5, LT ORICEEREY % K 51, Dataset. Field N2
NOF 7Yzl VARICHEPBESND 7O, %IBO BucketIterator IC Dataset 77 x
7 FT®H5 train - val - test 515 & LTEL TH 2 210 TRIBLIC Z 0K OFILIE % £ T
EHEOICRVET,
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train / val / test
(Dataset]

Field_x
(Field)

vocab
(Vocab)
BB

field_x.build_vocab(train, val, min_freq=3)

HBICATNLHENEHET 5121, .vocab & len() ZHMAARDEET, 2y hT—27D
ANYA X (one-hot BREN/RY VDY A X) %IEET HBICBETT .

# HEAOHEMREHER
len(field_x.vocab)

8402

BEERICEIVIRO N ID HSZHE

PyTorch TI&Z D& 1T, torchtext ZFH L CHBICHELERTEET, FHEICEHD
|oNT ID 2HERRT 212138, stoi ZEVE T,

<unk>7 &\ HHRAXFINEENTVAORLTOEMBTY, £/, <sos>&<eos>IZDWNT
& Field 7 5 ADF Y a Y THRELLOBHLET.

unk : unknown OB, FHHFICEFNLLEEI<unk>TEBRSNET,

pad : padding DB, BHRVXEZEEL LT, ZhLDEVEE<pad>2Hi5ET 5T
ETREZHMLET

sos : start of string DB, [XEDNEH)] THHIEARITREDPHVET.

eos : end of string DB, [XEDEE]| THDHI LERTRENHDET,

232



train / val / test
(Dataset)

Field_x
(Field)

vocab
(Vocab)

stoi
itos _
(4279 R-85E)

87 XENM

# B > AVTYIR
field_x.vocab. stoi

Out[205]: defaultdict(<bound method Vocab._default_unk_index of <torchtext.vocab.Vocab object at 0x1869f3410>>,
{'<

CORERIZETHORBZDT, A5 20 HEDOHKRERLUE Lz,

SNy FEBOERETD
CIETORETTF -ty MARTEROT, IZAY FEFHOERETUEL .
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torchtext ICAHE SN TV A EY 2 —)L BucketIterator L5 &, Field 7 7 AHREEL
TWAHEHZHE > THBLIC DataLoader ZEHTEE T TON2BRAOAEILTOLEBH
T9,

o ATL—YayIERRINvFRETA T LY E2EHE

o Field 7 I ABRFEL TV AHBIESVTHELS Ty 7 AL

o ATy I AMLOBICRIIR (BEEH) KELTIT 1 v 7. ZZTRELHERS SV
KEAHEHEIC, EXEOKRIC 1 (<pad>) ZHALTRSZHAML TV

2B, RIFEEH L dataset 7Y =7 b (train / val / test) ¥ Field 7 T A& DM
HRIHUTOEBYTT.

SIBTEYS

Bucketlterator(train,...)

train / val / test
(Dataset)

HA

train_loader, val_loader, test_loader|

Dataset 7 7Y x4 +H batch1(x, t)
FELTL3HE:E batch2(x, t)

(Vocab) / gy;cketiterator 5 fERATAE

Bucketlterator (2 &% DatalLoader OfER

INFETEBY PyTorch Lightning 2{Ei>THy F7—72ZFSETVEFTA, SEI
DULHELLLRALZVEFIAWL 22 H 20T, RADOBIZIE SR A T 4 7D PyTorch D&EES
ELTLEET,

from torchtext.data import BucketIterator
batch_size = 64
train_loader = BucketIterator(train, batch_size=batch_size, shuffle=True)

val_loader = BucketIterator(val, batch_size=batch_size)
test_loader = BucketIterator(test, batch_size=batch_size)
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ZTT W OPHERLIZWARS Y BV ET .

1. HEAFENO ID KBS Rb-TWS (> 7y 7 21k)

2. BXBOKRIC 1 MEASHTRT 4 VT TETND

3. HIZNYFOYA R& [num_seq, batch] &% 5 (LEICELHFBEDO : num_seq. /¥
F 44 Xt batch)

F—FEFHRUTHRLE L& Do FTEARAS Y M1 &2 TT . DataLoader 2557 — % & Hl
HE BI2IE, next() BB E iter() MR LE T,

batch = next(iter(train_loader))

batch.x

tensor([L o, 147, 6404, ..., 0, 2993, 345],
[
(7672, 328, 2586, ..., 4, 101, 301,

L 9 1, 1, ..., i iy 11,
L, 1, 1, 1, 1, 1,
E @ iy Gy weop o Oy GED

BOTRS Y P 3TTe CNETHE-TELT -V ERALLIRER DL, ANEDY A XK
[batch, num_seq] &EZZDHFHRTY (LEICETHIBOM  num_seq. Ny F ¥ X : bat
ch)o

U» U, torchtext Z{EMY 5 &4 XADHBRIC A B DT, ERHSBETT. BHELT
&, 7c&xiE batch.x[0] &IEET 5 LELHED | XFEEMETE, EHOLELFERMIES
BOHE EOFEESEVLS5TT,

235



%8 E BRSHENE

HE
10+3 [3:2,12,5,1] 3555 Gxs)
2X7 —> [4,15,9,1,1] #E:9v7wss
3 : HERMS
17-12 [3,9,13,3,4]
Sunk>:0
<pad>:1
?fg l torchtext 2fEHT 3 &
2:4
35
4:6 [3,4,3]
5:7 o
6:8 [2,15,9]
13 of T 54335 (5x3)
b (12,9131 4. suys
112 L4
f:” [5,1,3] 3 TIVE3
+:14 2 imed )
x:15 [1,1,4]
oo’ 2
# BEHIOY A XEHER
batch. . shape
torch.Size([69, 64])
# BiFE
batch.t
tensor(le, 9, @, 2, 1, 1,1, 0,0, 1,1, 2, 1, Sl e 1 Gl e
el e U e R ol e Sl LI e
2,52, 3200 N0 N AR O SN AT, D

ZD70. Ny FOBERES 0 #BFT 5L, 2XED | XFHERETEET.

# IXFEENS
batch.x[0]

tensor([ @, 147, 6404, 305,
1156, 697, 31, 107,
223, 181, 21, 2469,
181, 380, 1378, 1169,

236

28,

626, 4670,

417,
273

151, 1977, 2488, 89, 158,
20, o, 1120,
119, 5727, 2553, 107, 993,
56, 21, 1539,

103, 3681,

311, 5433,
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343, 1718, 21, 497, 37, e, 782, 181, 21, 495, 51, 180,
4593, 0, 2993, 3451)

BREOEHZHERT
CCETOMETT SRR, B, 2%y FEBORMAFTT LE Uiz BLTRY b
T EEHLETH, HLCBHT RSB HOT, BEOEMEMBELE L& So

# FBHOEBAIC2Y > TG
x = batch.x[:, :2]

t = batch.t[:2]

x.shape, t.shape

(torch.Size([69, 21), torch.Size([21))

tensor ([0, 01)

# HEAEPIONEERY
x[:10]

tensor([L o, 1471,
[ 5 o1,
[7672, 3281,
[ 95, 31,

1,

11,

11,

11,

1,

11D

osue e &

Embedding [

Embedding & ICIE ATIEOBEE 2 H#EEH L CR BT 2 NP H D £, ZiRFTORY]
F=5 (ANME) 75k EOMME M LIRY FVEERT 20T, ZThERHBANY MY
EUTROMICELET. T HEHT H7D one-hot KBS N ANAIRESHTHOR
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ZMVDS55, LEZS 1] T B3R [0] EuSRBICR->T0ET,

BE=RERORER
K—A—\

Fh 31, [10,0,1,0,0,0,0,0, -+
(& 31 gpehorzms [00,0,0,0,1,0,0,
*h#HYZ 13, ——» 10,1,0,0,0,0,0,0,
<7 [3], [0,0,0,0,0,0, 1,0,
. [31 [0,0,0,0,0,0,0, 1,

one-hot XHIZ Y ¥ 7N TTH, EHBOREISRASNTBEST, Z0OFE Yy FT—7IC
AT UTHHIMN S EL<fTbhEth.

Z0iz, BEES EORKREM S 2O CREMET 2 BENFHD . 2 TERSNLTF
EHPHERRTT . FUEBRLTO & ANEHPLUFORO LS ICERSH., one-hot KL D
HEEORESMHE SR PLERONET,

R =HEAOHHE £E=100~1000
——— r A}
#  [00,0,1,00,0,0,0] [10.24,052,037, ],
& [0,0,0,0,0,1,0,0,) iy [0.17,035027,-],
£p#%  10,1,0,0,0,0,0,0,~] —> [0.11,075064, ],
<¥  10,0,0,0,0,0,1,0,~], [032,070,092, -],
. [0,0,0,0,0,0,0, 1,11 [0.36,029,047, 1]

one-hot R} SEER

$5 1 DHEEAHFIHE LT, Embedding & T3 sparse #%FIF U 7= L2 SR OBIEATTH
NTWVET, sparse lXHAETIX [BE] EBRSA. [T2TH] LLSBEFHVET. T
b7 =2 OFEETERAOERIC 0 ABVEHAIHERSh2RATT,
one-hot ZHFE—WMWICERSHBTIORT FLTHY, 20550 1 EHRZG [1] T KOO
BRIITAT (0] TF. TAZBEENY MLERY, KBO 0 Z3HEL 5B L T & TERZE
BV —2A%HIE L £9 . Embedding BOFERICISEEY > TV ERBICATT 5720, B
BT PVHRE > B 2 ELE T,
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(N [[0,0,1,0]

3 [1,0,0,0]
Fh#H7  10,1,0,0]
T7 [1,0,0,0]

N [0,0,0,1]1]

o = 0 o o
Vb

0 <:)"‘!||. 10

1x00

8.1 sparse #%FIA LI HEOHIR

8.7 XEHM

X +0 X1 +0 X[ e

1XO+0 X1 +0 X[ +-

HHUY—2DEE
HEETEL rOJ fetbird)

ADBT0ID/— FEBRLT
HHEEHIELTVS

# Enbedding/®
n_input = len(field x.vocab)
n_enbed = 12

enbed = nn.Embedding(n_input, n_embed, padding_idx=1)

x_embeded = embed(x)

# T—ROYA LR
x.shape
x_embeded. shape

torch.Size([69, 2, 12])

Z Z T padding_id=1 T<pad>IZ#%%9 % ID ##EE L CL A EHPEETT, NIETIX
T ERENBIET, NT ¢ VT UL ERORBEIC 252 0ESICLTVET . vAF
YT &> TANMED<pad>ICFET HWANTRT 0 > THAOSNE T, CEF TIRE
ERT B V<pad>BEFICHEEEZ BVEDICRDE L.

R4 Y TEXBEORBIATI DT, EBICT—
TEA O LB TR ENDPDET .

% THERY 5 EXEHEOBFITH LI HESID

x_embeded
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tensor([[[-1.2743, ©.5598, -1.1903,
[ 0.8297, 2.3569, 0.9023,

-1.1333, -0.2852],
1.3319, 0.76181],

[(-1.7170, -0.2622, -0.9636, ..., 1.1120, 0.4999, -0.3123],
[-1.2743, 0.5598, -1.1903, ..., ©.1246, -1.1333, -0.28521],
[ .6091, -1.7860, 0.0778, -2.0107, -0.8861],

[ 0.6271, -2.6121, 0.7543,

1.4497, -2.50081],

[[ 0.0000, ©.0000, 0.0000, ..., 0.0000, 0.0000, ©.0000],
[ 0.0000, 0.0000, ©.0000, ..., ©.0000, 0.0000, 0.00001]
[[ 0.0000, ©.0000, 0.0000, ..., 0.0000, 0.0000, ©.0000],
[ 0.0000, 0.0000, ©.0000, ..., ©.0000, 0.0000, 0.00001]
[[ 0.0000, ©.0000, 0.0000, ..., 0.0000, 0.0000, ©.0000],
[ 0.0000, 0.0000, ©.0000, ..., ©0.0000, 0.0000, 0.0000111,

grad_fn=<EnbeddingBackward>)

LSTME (Long-Short Term Memory)

REOBHETHBRZEBY ., SEOMEHETRANPNE (RFIF—¥) 20T, XFEH
DHFELHFEOORNFY THHXMREERE LTRIELT, [FA] ofkicii N3] [2] SRk2 &
IBN—=NERY M= IS EIRBEFHDET, €2 T, BRENIZON RNN 71T
YRLT Uz,

RUMEHZHRTEHIENTERL
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772U, RNN OFHE LT, HAT Y THIOBERUARI B2 EHFTET, XESPRL A
TLEIERMONT 4 — VY AR RIETERL BB IENPETONE T, ZOFREMH LTI
TY ALA LSTM (Long-Short Term Memory) T, AHID & B DR - MHIOME D 515
WRENPTETH D RNN TRIAMTE a2 o L REIKGE (BN LA ICHFET 2HE,S
DOXNR) HAFATREIC 2D E Lo

n_hidden = n_embed
n_layers = 1

# LSTMIE
Istm = nn.LSTM(n_embed, n_hidden, n_layers)
x_1stm, (h, c) = lstm(x_embeded)

# YA XOBR
x_lstm.shape, h.shape, c.shape

(torch.size([69, 2, 12]), torch.Size([1, 2, 12]), torch.Size([1, 2, 121))

2V RNT—UDEHREFE

FNTREHTLLBH L @EIETE /& T 5T, PyTorch Lightning 2{f->THy 77—
DEFDOSFHETEELTCVEE L&D T—FHHAHOME A DataLoader 75 BucketI
terator ICEE L7z& ZAUHMEIRILTY .
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class Net(pl.LightningModule):

nit__(self, n_input, n_embed, n_hidden, n_layers, n_output):

super(Net, self).__init__()
self.embed = nn.Embedding(n_input, n_embed, padding_idx=1)
self.1stm = nn.LSTM(n_embed, n_hidden, n_layers)

self.fc = nn.Linear(n_hidden, n_output)

def forward(self, x):
x = self. embed(x)
x, (h, ©) = self.lstm(x)
x = self.fc(h[-11)
return x

def training_step(self, batch, batch_idx):
X, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('train_loss', loss, on_step=True, on_epoch=True)
self.log('train_acc', self.train_acc(y, t), on_step=True, on_epoch=True)

return loss

def validation_step(self, batch, batch_idx):
x, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('val_loss', loss, on_step=False, on_epoch=True)
self.log('val_acc', self.val_acc(y, t), on_step=False, on_epoch=True)

return loss

def test_step(self, batch, batch_idx):
x, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('test_loss', loss, on_step=False, on_epoch=True)
self.log('test_acc', self.test_acc(y, t), on_step=False, on_epoch=True)

return loss

configure_optimizers(self):
return torch.optim. Adam(self.parameters(), 1r=e.01)

ds

@
@y

n_input = len(field_x.vocab)
n_embed = 100

n_hidden = 100

n_layers = 3
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n_output = 9

# FBORT

pl.seed_everything(e)

net = Net(0)

trainer = pl.Trainer (max_epochs=30)
trainer.fit(net, train_loader, val loader)

{'val_loss': 1.1031286716461182, 'val_acc': 0.3330167233943939}

# TANTF—RITHT BIRIE
results = trainer. test(test_loaders=test_loader)
results

{'test_loss': 1.1030422449111938, 'test_acc': 0.3333016633987427}

EFIEREDRE E

CCETEELLIY FT—V02HEE2BET L, ROROLSIAVET (—AHED
LSTM). XEZBFEI LIV HT, BIEEBVICAN U TURE EOEREZRBIE L, v

b =T FBELTOET,

[LsTM |—> [ LsSTM |—>[ LSTM ]/—»l LsTM _|— [0.37,0.21,-+-]

/'uT his T has T v T has

[ LsT™M |/—>| LSTM |/—>| LSTM I/—>I LSTM II—> [0.82,0.49,--]
g 132

l’”T 112 T 22 T 142

[Lstm |/—>| LST™M |/—>| LST™M I/—»l LsTM_|—> [0.48,0.94,--]
21 131 -

T 11

ha
T ¥ 200

[Embedding [Embedding [Embedding [Embedding (Embedding THEE)

#h I *hHY TY

[1,0,0,0, -] [0,1,0,0,-] [0,0,1,0,] [0,0,0,1,-]

|G —]

& 100,000
— _J

XEDHES 4
LSTM D%
A71x[4, batch_size, 100000] H77y [3, batch_size, 200]
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LA L. XEIZFIDSHSIC—HALET TR BAPSRNCHT 728 HROXARS &5 Z &
TELIEFVOURMENA LT B LMbRP>TVET, ZAARHRE LSTM LIEIENS 7L
TYRLTT . WOBD K S ICKARDNES A - HHEOWESA»SRBD T, S512%L OF#RE
/BonFET. SROFEETRIITM LSTM 2 {EAT 2D T, bidirectional=True Z#&%E L&

L&,

|—| 5M | == stM | == st | = 1sTM |—> 1 [~ ]
n~]

| ]
|—| LSTM |w=[ LsTM |e==[ 1stM |==[ LsTM |—> 1 [~ ]

1 1 Bi~]
[Lsm [==[1sTM |e==[ LSTM |=2[LSTM |—> ) | ~
[ % t t il
T I I I ]
Embedding| Embedding Embedding| Embedding|
f f f o
% [3, batch_size, 200]
i I& *hAHY TY
11,00,0,]  [0,1,0,0,] 10,0,1,0,41  [0,0,0,1,] l
BT

[6, batch_size, 200]

class Net(pl.LightningModule):

def __init__(self, n_input, n_embed, n_hidden, n_layers, n_output):
super (Net, self). _init__()
self.embed = nn.Embedding(n_input, n_embed, padding_idx=1)
self.1stm = nn.LSTM(n_embed, n_hidden, n_layers, bidirectional=True)
self.fc = nn.Linear(n_hiddenx2, n_output)

def forward(self, x):
X = self.enbed(x)
(h, ©) = self.1lstn(x)
x = self.fc(h[-11)
return x

def training_step(self, batch, batch_idx):
X, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('train_loss', loss, on_step=True, on_epoch=True)
self.log('train_acc', self.train_acc(y, t), on_step=True, on_epoch=True)
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return loss

def validation_step(self, batch, batch_idx):
X, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('val_loss', loss, on_step=False, on_epoch=True:
self.log('val_acc', self.val_acc(y, t), on_step=False, on_epoch=True)
return loss

def test_step(self, batch, batch_idx):
X, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('test_loss', loss, on_step=False, on_epoch=True;
self.log('test_acc', self.test_acc(y, t), on_step=False, on_epoch=True)
return loss

def configure_optimizers(self):
return torch.optim.Adam(self.parameters(), 1r=0.01

# FHERTE

n_input = len(field_x.vocab)

n_embed

n_hidden =

n_layers = 3

n_output = 9

# FBORAT
pl.seed_everything(2)
net = Net(0)

trainer = pl.Trainer(max_epochs=30)
trainer.fit(net, train_loader, val_loader)

{'val_loss': 1.1818653345108032, 'val_acc': ©.578172504901886}

# TARNTF—RICKHT BRI
results = trainer. test(test_loaders=test_loader)
results
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{'test_loss': 1.1792887449264526, 'test_acc': 0.5792173147201538}

T AT —=FIHT B FREED 33% 5 58% IS EAD, BT INOMRER EAHRTESZL
720 RBRPELRBL L TRABROIREER L. RBROBMVISHLTEXLDTEOT, 20
BEHRTEABOBREEMTVELIAHH 500 LnEEA. WHADSOEREMAAT L
WEAEDBDE L. 2OV kF Vv VbHATBEEEL LD,

8.8 XELEK

XESE XEAFORIZ, NEEREFEELTVEE T, XEERETVRBRETHLE
AOWENZEN, FTLOETABSEHTETLETH, BROAR/LETLO 1 D5, Seq2Seq
(Segence to Sequence) T¥. »5 [RFIFT—%] #AHLT, Hlo [RFF—%] 2HhT2
(BEMWAD) L—LEEETHETILTT,.

FHTF—Y OREBEEZ I, XEPER (RS : BB, XK T3 ZOANZHAERE.
NEFEREIC LIS EARREIR, ANZEM, HAZEEE LABERF vy bRy FERITh
2501V ET. BDEBICBVTHEFIHIRAFNLDOTT .

XEERDT =21y MEK

F=5ey MRS 2 ECAPOHELTVEET. SEBRLEOTF—5 €y bEIEKL
TwEEL s, REONFEZEATSROT -5ty FOBOSEIC K D120, EDKD il
RTHEPEL-BDRTBEE L&D FIAELTRUTOLBY T,

1. 1~9999 O > &Lz ¥EE AR
2. BHEAT [+] 2XFHELTHE
3. YAMET—¥ 7L —LRCEH]L T, CSV 7= & LTRTE

FUELLERERE
5 F ABBIEOERICIE. NumPy @ numpy.random €Y 2 — L2 HWE T,

import numpy as np

np. randon. seed(0)

values = np.random.randint(1, 10000, (10, 2))
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values

array([[2733, 98461,
[3265, 48601,
[9226, 78921,
[4374, 58751,
[6745, 34691,
[ 706, 26001,
[2223, 77691,
[2898, 98941,
[ 538, 62171,
[6922, 603711)

BYLRES [+] 2XFHELTRSE
BHERS [+] ORBEABTELOT, XFHELTHEALEL LS.

value_1, value_2 = values[0]
print(value_1, value_2)

2733 9846

# RUHOXFIEER

src =[]

for (value_1, value_2) in values
symbol = '+!
src_ = str(value_1) + symbol + str(value_2)
src.append(src_)

['2733+9846',
13265+4860 ",
19226+7892",
14374+5875",
1674543469,
1706+2600",
12223+7769",
12898+9894",
1538+6217",
16922+6037']
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BUE

F7o. eval() BIMZEEMAT 5 2 L TXFHIORHAEETTEET,

add_value = eval(src[e])
add_value

12579

# R UAOERZIEMH
add_value = []

for src_ in src:
add_value_ = eval(src_)
add_value. append(add_value_)

# FRERR
add_value

[12579, 8125, 17118, 10249, 10214, 3306, 9992, 12792, 6755, 12959]

CSVIRTT—42%&RF
AiMLEE & LT PyTorch 54 75 U @ torchtext #{#MLETA Zhi&k CSV 257 —5D
FtAAHEITS 728, Pandas @ DataFrame FERICEH LT CSV ELTHRELEL &S,

import pandas as pd

# T—RTL—LEER
df = pd.DataFrame({'src': src, 'add_value': add_value})

df .head ()

src  add_value

0 2733+9846 12579
1 3265+4860 8125
2 9226+7892 17118
3 437445875 10249
4 6745+3469 10214
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# T—RECSVI/R TR

df .to_csv('sample.csv', header=None, index=None)

—EDNIEEFERILT S

—EOUIENDL 57D T, BMBILLT train / val / test T— ¥ 2 EEDTERLE T,

ZITETHEENLG

MH Y EF, BT np.random.randint(1, 10000) THEH & 4

LTLEDS & AHRENLT -5 D 80% & L 2 5l aT—5 Lh>TLEL, REYITT.

ZIT BMBOT - PRI DX ICBROERETRLELE .

# BRIEERR

np.randon. seed(0)

# 7=ty MERBK

def generate_dataset(filename, n_sample):
srcs, add_values = [J, []
n_sample = int(n_sample / 5)

symb = '+

# 4H7
values = np.random.randint(1, 10000, (n_samplex2, 2)
for (value_1, value_2) in values
src = str(value_1) + synb + str(value_2)
add_value = '{:.0f}".format(eval(src))
sres. append(src)
add_values. append(add_value)

# 347
values = np.random.randint(1, 1000, (n_sample, 2))
for (value_1, value_2) in values
src = str(value_1) + symb + str(value_2)
add_value = '{:.0f}" .format(eval(src))
srcs. append(src)
add_values. append(add_value)

# 24
values = np.random.randint(1, 100, (n_sample, 2))
for (value_1, value_2) in values
src = str(value_1) + symb + str(value_2)
add_value = '{:.0f}'.format(eval(src))
srcs. append(src)
add_values.append(add_value)

# 14
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values = np.random.randint(1, 10, (n_sample, 2)
for (value_1, value_2) in values
src = str(value_1) + symb + str(value_2)
add_value = '{:.0f}'.format(eval(src)
srcs. append(src)
add_values. append(add_value)

f = pd.DataFrame({'src': srcs, 'add_value': add_values})
df . to_csv(filename, header=None, index=None)
return df

# BBTF—K 1eFY TN BET—K 3FY TN FANTF—& 3FYITN
df_train = generate_dataset('data/seq2seq/train.csv', 100000)

df_val = generate_dataset('data/seq2seq/val.csv', 30000)

df_test = generate_dataset('data/seq2seq/test.csv', 30000)

df _train.head()

src add_value
2733+9846 12579
3265+4860 8125
9226+7892 17118
4374+5875 10249
6745+3469 10214

PN

df_val.head()

src add_value

0 218242121 4303
1 637+3614 4251
2 5218+2993 821
3 5482+3946 9428
4 658746965 13552

df_test.head()

src add_value
0 3884+372 4256
1 3180+8049 11229
2 3892+7262 11154
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3 8145+8395 16540
4 8054+761 8815

RLHAOXPANE, BLAOERPERMEL 25L> 57—y FERTEE L. 2
NTIXERIC Seq2Seq TRLAEEFLEZHBELTLEE L LD,

BEREAER

HEI—EBEHVLTHEL &, Seq2Seq & [RFIFT—%] 2AHELT, Ho [RFIF—¥]
EHATEL—LE2EETHETILTT, SETHNE BLEOL—LVEZHLTVWEET,
Seq2Seq AT HE TN LR EFOFHEREL RS0, AN - HALBICAERT
HBHRTT

ZO7zH, AIEROANP SR EROHA %182 &5 RHFEHICBL T, EOLSICZORM
BEBRLTOZOLPEHRLTIOMATHEEL LS.

XEERDTEN
BB Seq2Seq DWNOIREBIIC, BLHETI 2y h7—/2¥FLTOEET,

« Encoder - Seq2Seq DX FT—V DER
= Degader <Ev bO—OOFE - HE
L
1.5eq2Seq |BLTE 2.5eq25eq D 3.5eq25eq D 4.3y h7— 7 S‘ETIV&ﬁE(T)
FRNRE E ] smoyems /[ /E6-¥E.
y
- Field 7 5 R A TR - Embedding /\ﬂ/mﬁmaw
« TabularDataset % f( 7z Dataloader - LSTM @
oER - 2688

Seq2Seq ICH# L7 — A A\BTLIE

REFOLEFEER TR, 1243 EVSXFFIZANT B E 15 LI XFEFINME->TL B LSRR
LHEZT—<LLET. BBFECRLAOHRIEZERTE 202 L LOMERETT . KE
DEETHRNz &SI, STTABT ST =¥ty Mok THRBEBIRSF v v bRy b &
SESEHARICEHTEET,

FTRMERLAT =5y bEHRALELLS. LIPS ATETORLHEET—F v b
UTHEULE L7z, data/seq2seq NIZ#H % train.csvval.csvtest.csv 2L E T,
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import pandas as pd

# T—RDFEHRAH

df _train = pd.read_csv('data/seq2seq/train.csv', header=None)
df_val = pd.read_csv('data/seq2seq/val.csv', header=None)
df_test = pd.read_csv('data/seq2seq/test.csv', header=None)

# TADRSHER
len(df_train), len(df_val), len(df_test

(100000, 30000, 30000)

ZNTIR, ER LT — 5 IORELRIAEZT>TOEE L s Do SEBCHEAETHALL
torchtext Z{EVE T, MOBELICZ D EIH, torchtext TRIICHATHBELVLEID 2 —
W& 3 DT,

e Field
e TabularDataset

e BucketIterator

from torchtext.data import Field, TabularDataset, BucketIterator

1 XF929Y 32 EER

XESEE TREARBEZHEINCTO 5T 2BENH > 72O T, MeCab 2 FIH U TIEIERMET
IV A E Lz SEOEETIEIHE - 5% 1 XFTOVFITIEE VDT, for XT
BRI 1 XFT oM T B2 THAE T

# YU BEBEEE
def tokenize(text):
result = []
for tok in text:
result. append(tok)
return result

tokenize('100+999")
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Fio, —MICBLAASNBERHEE LTY R PABREEVS bODHHDT. HbET
HATBEEL D, a— FEMERICEBRTEES.

# YA MRBRE
def tokenize(text):
return [tok for tok in text]

tokenize('100+999')

101, 1+t 19t 191, 191]

Field VS A&E&H
torchtext TI&, BELFNIEE Field 77 AICE# L E9. €D, TabularDataset %{#

T 5&, train / val / test TNENDT—F I LT —E TR EITH ZENTEET,

o field_x : AJIE (Bl : 10 + 20)
o field_t : EfEE (f: 30)
ATV a Y DBEICDVTIE, [torchtext 2V REEMER] HESHELTLEZS L,

# BLUEOXFS
field_x = Field(
tokenize = tokenize

)

HAFED 5 HFEICHIRT 5 £ 512, Seq2Seq TIEXEAD 5 XEHEANDEMEITVET . TORE,
koY (BHE) 12OV TXEORY) - RELWRT 2HMHSREE RV ET. FTEF

ield 7S ARLUTOA 7Y a v ZIEELET.

o XEDRY : <sos>
o XEDRH : <eos>

# RLEOERT—&

field_t = Field(
tokenize = tokenize,
init_token = '<sos>'
eos_token = '<eos>'
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CSV 7 71 VDiE#AAH+ 1 XFT DR
Field 7 7 A% EH TE /DT, TabularDataset ZFWTHARAAT CSV 7 — & ICHiLHE
ETVET,

# TR DRINIE
train, val, test = TabularDataset.splits(
path = 'data/seq2seq/",
train = 'train.csv',
validation = 'val.csv',
test = 'test.csv',
format = 'csv',
fields = [('x', fieldx), ('t', field_t)

)

F— IR THEE LIz Y TVBEBDICE>TVWSD len() AV Y RTHRLE T,

# YUTNBROHR
len(train), len(val), len(test

(100000, 30000, 30000)

185E L7z AL ASETNICITh N TV 2 PR L E L & S0 TabularDataset TIER L7zT—%
Yy FONEEERT HBICIE vars() ZEHALE T,

train[e]

<torchtext.data.example.Example at 0x11effocdo>

# IXFI NI DI TND Z E2RR
vars(train[el)

Oxte D20, t7, 130, 3, e,
e[, 20, s, 17, 19el)

HEEMERL. HEICESEIRD
[torchtext % F W7z FFEMER] LRICESICAELTVLEET,
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# BHE(ER. IDEUS
field_x.build_vocab(train)
field_t.build_vocab(train)

# stoi i BFE > AVTFYIR
field_x.vocab. stoi

defaultdict(<bound method Vocab._default_unk_index of <torchtext.vocab.Vocab object at 0x130bagd=>
105>,

{'<unk>': 0,
'<pad>': 1,
G305 7,
et o,
Ulg 21,
1Py 5,
isUlc)
005 1,
00 3,
qa0C0),
'8': 1o,
0)0% 11,
0': 12))

field_t.vocab.stoi

defaultdict(<bound method Vocab._default_unk_index of <torchtext.vocab.Vocab object at @x13@ba8c=>
de>>,

{'<unk>': @,
'<pad>': 1,
'<sos>': 2,
'<eos>': 3,
G ()
060 G,
U0 (5
s 7
a8,
69,
2': 10,
(iig ik
131: 12,
' 13}
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HHICETNLHEHEMET 5121, .vocab & len() ZMAEDLEET, Ry FT—7D
AT - IV A XEEET BBICBETT .

# BENERR
len(field_x.vocab), len(field_t.vocab)

3, 14)

Seq2Seq D£4#EE (Encoder & Decoder)

T8 ORI ED 12 DOTHRY FT—VDERIEATOEETH, ZORNICSEERT
Seq2Seq DEFIEEIC DV THALTBEE T Seq2Seq EIRD K 12, Fl% ORREERFE - 72
200DFY FT—IRLBEDI>TVRET .

o Encoder : ZMFIORST — ¥ 2 A9 5 &, X EOE#REZER LN bLEHS
T3
o Decoder : Encoder 7 5 RERY ML EZIFID . B ORST -5 #HN19 %

HHBIERTHIZ % &\ Encoder ICHAFEDXE A AT % &\ Decoder 7 5HFEDXEA S
ENBILIRVET. SEOHMERENHEAETE, UTFOLSICEXET.

o Encoder NDAT] 1 10+25 % EDFHHERAI O FF
e Decoder 5D : FHHIERTH S 25

Hh
Encoder i vz Y3
‘ > f f |
l LSTM |—>| LSTM |—>| LSTM |—> h —-| LSTM |—>| LSTM |—>| LSTM |
i i f . )
1 #2 2 Decoder
AR
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Encoder ICRF|F—% & ANT 5 &, Xk EDOERAEME S NIBBNIRENY ML b A5
HEhEd, NERIZENED Embedding & LSTM BO 2 ALKV L->THD, WOES %
WEICZ>TVET,

I LSTM l—bl LSTM H LSTM |—'I LSTM }—VI LSTM ]—>/7
I I 1 i i

Decoder & 3 DDERSERSNTWT, Encoder &R U+ B2 RS TOEBYTH.

BOHER
1. Embedding /&
2. LSTM &
3. 2fEERE

FL&
o Embedding /B THEEE FHEHT 2
o LSTM JETHRIIT — OffH = HEfiE L CRARERY ML h 2182

BE3m
o RIVREERY bL h 2 2F5EEICAN L. TRRERZENT 2
o Encoder TRXFEZ—EICTNTAN LTV 7A Decoder TIRERTOFHIFEREZRDA
NELVTEREAZITD
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Y Y2 Y3 Ya Ys
1 1 1 1 1
I Linear | | Linear | I Linear l I Linear l I Linear I

h —>| LST™M |—>| LST™M H LsT™M I—'I LSTM |—>l LSTM I
1 1 i 1 1

[
L
1 f f 1 I
ol n Y2 Y3 Ya
EHIOBOF AERERDEDANIER

Seq2Seq NEBDEH ZFHR

Encoder & Decoder Zfll #1I2ETL T BHEICE > TEIIOY A ABED K S ICENLT 5D
By ELED VS LERPZIESNATLI0PE2BELE LS. 2 G2 FEET L,
Seq2Seq WHARD &S A#EICH>TVET,

Encoder
1. Embedding [& : HEEDHHEB
2. LSTM & : A EM S MIzRBIVRIER Y bV h DS

Decoder
3. Embedding &
4. LSTM @
5. 2fEaE = HARE 3. OATICHA

Encoder ® Embedding &

Embedding EIZRHR L7 & B0 BFEL SHEB T 2BE BBV ET. BAOAT - HADRH]
BT RORDES YA ROEHBDET,
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ol .
100
010 f S - SN
001 027 011 041 AF3:IN, M, 100000]
000 0.14 025 052
000 : : :

L. 031 051 011 77:IN, M, 200]
000 AN

MRy FHAZ
# [1,0,0,0,-,0] [0.27,0.14, ---,0.31]
-
100,000 200

WNAFERT 5 720IC BuckketIterator ZEHL E T

# Dataloader DEH
batch_size = 512

train_loader = BucketIterator(train, batch_size=batch_size, shuffle=True)
val_loader = BucketIterator(val, batch_size=batch_size)
test_loader = BucketIterator(test, batch_size=batch_size)

# TNV FTHRAAS
batch= next(iter(train_loader))

# ANfE
batch. x

tensor (L[ 5, 10, 3, 6, 7, &,
L4, & 4 8, 4 7,

B 10 By oven ¥ 8 S

B8 05 s Uy Ay s

1, 1 1, 10, 11,

1, 1 1, 4, 11D
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# BifE
batch.t

tensor(CL 2, 2, 2, 2,002 2]
L9, 4, 6, 5 9, 71
e, 9, 7, 9, 7, 4
@ 9, & 8, 1
B8 i i, 0 & Al
By s 5 1, 1, 11D

x = batch.x

# F—ADYA X

x.shape

torch.size([9, 5121)

# FERDEER

len(field x.vocab)

13

# F—AERR

x

tensor (L[ 5, 10, 3, 6, 7, 8
[4, 2, 4, 8, 4, 21,
[7, 10, 2, Uo 3 s
rs, 1, 1, By & U,
[ P 1, 10, 11,
BT 3 O 1, 4, 11D
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n_input = len(field_x.vocab)

n_embed = 200

Z 2T Embedding B2EHELE T, padding_idx=1 TYAF Y /WUEEZLTVET,

# Embedding/E & EH

enbed_enc = nn.Embedding(n_input, n_embed,

x_embeded = embed_enc(x)

x_embeded

padding_idx=1)

tensor([[[-1.0274, -1
[-1.6290, -0.
[-0.3184, -0.
[ 1.3020, -1.
[ 0.6869, -0.
[-1.4781, 0.
[[-0.1452, -0.
[ 0.5616, -0.
[-0.1452, -0.
[-1.4781, o.
[-0.1452, -0.
[ 0.5616, -0.
[[ 0.6869, -0.
[-1.6290, -0.
[ 0.5616, -0.
[ 0.6869, -0.
[-0.3184, -0.
[-1.6129, 0.
[[-1.4781, o.
[ 0.0000, o.
[ 0.0000, o.
[ 0.6869, -0.
[-0.1452, -0.
[ 0.0000, o.

. 0866,

7269,
2595,

7019,
3798,
7007,

4367,
7961,
4367,

7007,
4367,
7961,

3798,
7269,
7961,

3798,
2595,
7949,

7007,
0000,
0000,

3798,
4367,
0000,

0
-0

=

1
1

B,
=1

1

-0.
.2110,
-9696,

1

o
=

0

=9

0.

-0.

1.
0.

L1444,
.5273,
-0.

5237,

7958,

.9696,
.7958,

5237,
7958,

.9696,

5273,

5273,
1316,

2768,

5273,
7958,
0000,

.5288,
.1558,
1448,

.8378,
<1517,
L2467,

.1570,
.1933,
.1570,

2467,

.1570,
2u3

.1517,

1933,

1517,
L1448,
L0037,

L2467,
0000,
0000,

.1517,
L1570,
0000,

1

0.

s

s

3

)

s

.0809,

0312,
7104,

7859,
4511,

L7170,

8093,
7531,

.8093,

7170,
8093,
7531,

4511,

5434,

770,
0000,
0000,

4511,
8093,
0000,

i
-1

-
Q2
-0

-0.
-0.
.4009],

-0

-
0,
.

0.
.0113],
-0.

-1

9.
=k
=10

-0

[}
-0.
Q.

.8299],
.0113],
-0.

B75Y]

.1478],
.1281],
.843111,

40093,
6534],

84311,
40091,
653411,

12811,

65341,

12811,

37513,
115411,

.8431],
.0000],
Q.

0000],

12811,
4009,
000011,
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[ 0.0000, ©.0000, 0.0000
[ 0.0000, 0.0000, ©.0000, .
[ 0.0000, 0.0000, ©.0000, ...,

s

0000, ©.0000, 0.0000],
0000, ©.0000, 0.0000],
0000, ©.0000, ©0.0000],

s
s

s

[ 0.0000, 0.0000, ©.0000, ...,
[-1.6290, -0.7269, ©.2110, ...,

s

0000, ©.0000, 0.0000],
.1558, -2.0312, -1.0113],

[ 0.0000, ©0.0000, 0.0000, 0.0000, ©0.0000, 0.00001]
[[ 0.0000, ©.0000, ©0.0000, ..., 0.0000, 0.0000, 0.0000],
[ 0.0000, 0.0000, 0.0000, ..., 0.0000, 0.0000, 0.0000],
[ 0.0000, 0.0000, 0.0000, ..., 0.0000, 0.0000, 0.0000],
[ 0.0000, 0.0000, 0.0000, ..., ©0.0000, 0.0000, 0.00001,
[-0.1452, -0.4367, -1.7958, ..., -0.1570, 0.8093, -0.4009],
[ 0.0000, ©0.0000, 0.0000, ..., 0.0000, 0.0000, ©.000011]

grad_fn=<EnbeddingBackward>)

Embedding BOREAFEALZDO T, WIEFIHRDOY A AE(L2HRALET.

# YA XRAEHR
print(x.shape)
print (x_enbeded. shape)

torch.Size([9, 5121)
torch.Size([9, 512, 200])

Encoder ® LSTM [

LSTM @0 EIE. BRETDORIT —% % AT % & XN E DGR ERM S h7zRARE
NZ MV A EHNTHIETT. JhICKD, [R] oficE N3] 2] #REES5RL—L%E
IV RNT—J IR EEHTENTEET . Embedding & HbE-2FHE LT, FilBO—
FED LSTM QA THNET .
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[[LsTM |—>[1sTM | —>[ LSTM |]—>| LsTM_|— [0.37,0.21,--]

/!uT hi3 T ha3 T 133 T has

[(1sTM | —> [ 15TM |]—>| LSTM Il—vl LSTM I/—» [0.82,0.49,-]
122 132 142

/'”T bz

[[istM | —> [ LsTM Il—bl LSTM Il—>| LST™M II—> [0.48, 0.94,-]
121 131 ]

T 11

R 200
[Embedding| [Embedding [Embedding [Embedding] (Embedding T&7E)

f f f

#h I FhHY TY

[1,0,0,0, ] [0,1,0,0,] [0,0,1,0,] [0,0,0,1,-]

[UR—

&% 100,000
e =

XEDHES 4
LSTM D%
A7 x[4, batch_size, 100000] H71y [3, batch_size, 200]

# LSTMEDEHE
n_hidden = 200
n_layers = 3

Istm_enc = nn.LSTM(n_embed, n_hidden, n_layers)
x_1stm, (h, c) = lstm_enc(x_enbeded)

# YA ADRALEHR
print(x_embeded. shape)
print(x_lstm.shape, h.shape)

torch.Size([9, 512, 200])
torch.Size([9, 512, 200]) torch.Size([3, 512, 200])

7z, LSTM ICIEIUATA LSTM EMFIEN2 60650 RORD & 5 ICROIEA 1A - 375
FDHEAPSRBDTESILZL OERE/LZEHNTEEDTLR,
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|— LSTM = LSTM_|+—= LSTM —4 LSTM —> I [ ~ ]
1 W~
|— LSTM = 1sTM |7==[ 1sT™M | =] LSTM l—hn[~]

T B~
|— LSTM = sM |e=[ LsTM [=[ LSTM |—> ) [~
! i~

T T T R T [:‘,Hbrasjt:h,size, 200]
% i* FHHY (&3

1,000~ 01,00~ 001,01  [0001-] l

WHE
[6, batch_size, 200]

# bidirecrion: True
1stm_enc = nn.LSTM(n_embed, n_hidden, n_layers, bidirectional=True)
x_lstm, (h, c) = lstm_enc(x_embeded

# YA XOREHER
print(x_embeded. shape)
print(x_Lstm.shape, h.shape)

torch.size([9, 512, 200])
torch.size([9, 512, 400]) torch.Size([6, 512, 200]1)

bidirectional = False (—75 LSTM) D& IXBEAVIRIERY ML h DY A X% [3, 512,
2001 TH - 1=DIZH LT, bidirectional = True (WA LSTM) Tl [6, 512, 200] &
%o 7zDT, JEAHE - EHETYA XA 21k > bV ET.

LI BT Encoder DFEOEB 2 MR TEE Lz,

Encoder »5 Decoder A®Diih
FOT, @5N7BRRIENZ F L Decoder IZATI LT, MBS NEBROWAT—5 218
BETORNERRLEL £

# BBt &G
t = batch.t
t
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2,
6

2,
4

tensor (C[ 2,

o LEBEICEEE t O3 A4 X [num_seq, batch] &> TVWET,

# Y1 O

t.shape

torch.Size([7, 5121)

BANCANT 27— ZEAO PRRERPFEL L VO T, FHTHEY 2 08

HVET. UTCEIEE: »5 1 BEEEHELELE S,

Decoder

Gl

input = t[o,
input

tensor(l2, 2, 2, 2, 2, 2, 2, 2, 2,2,2,2,2,2222222222.2,

2,02,02,02,2,02,2,02,02,02,02,02,02,2,02, 2,2, 2,02, 2, 2,02, 2,2,

2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, 222,222,

2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,

2,2,2,2,2,2,2,2,2,2,2,2,2,22,2,2,2,2,2,2,2,2,2,

P o B e S I e e e S Iy e e

i A e R B R e I R e e R e v e

2,2,2,2,2,2,2,22,2,2,2,2,2,2,2,2,2,2,2,2,2,2.2,

2,2,2,2,2,2,22,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,
- I BN B S N O B TN S S I ok R I S e B M S T

2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,

2N A2 N0 B2 IR0 N SN0 N0 SV OTND NP R0 NN D WD 0RO D

2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,22,2,2,2,2,
2,2,2,2,22,2,2,2,2,2,22,22,2,2,2,22,2,2,2
2,2,2,2,2,2,2,2,2,2,2,2,2,22,22,222,2,2,2

2,

2,

P B 7l B P P P P T Py Po P B P B Pp Py Py P P Py P P B3

Py B Py Wiy Moy By P Py i P Pl Py B Pl B ¥y Pl 7y P 9 Py P P 22

e S S e R SRS R B R P S R A A kS A e B
By By By Oy By By By By ey By Ty By Ty By By Ty By 0y By By 8y By 1)
B T Bex By By By T By By By By By Ty By By 0y By By By By By By

2,

2,

265



%8 E BRSHENE

2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,
2,2,2,222 2 2)

HWHESNZT—Y2RHE, IRT2EL->TVET, CHENEORNTH I EERT
<sos>ERLTLET,

# itos: A YFYIRA => HEE
field_t.vocab.itos[2]

'<sos>"

CCTHENIVELROTEA, #H L7z F =5 OF A X% . shape THRT 5&, 1 RITLONY
PUZZESTVET . ThRET Y TIPS 1 BEREZROB LI DICEZ SRR T,

input. shape

torch.Size([512])

Z OIRIET Embedding 2475 & HASNBEFID Y A X7 [batch, n_embed] &7 D F
Fo LA L. LSTM Ofthk& LT [num_seq, batch, n_embed] D& SIC 1 XEICEEHHH
BRASBETT, Z2 T Embedding IZ AT T BHIC unsqueeze() % Al THFERO1EH#
num_seq ZiEML. TT5—DEISHNEIICIELTBLLBEFHDET,

# RTTEIBM
input = input.unsqueeze(0)

# IXEHY QEERSEME H
input. shape

torch.Size([1, 5121)
Decoder ® Embedding /g

Embedding JBIZB L TI& Encoder TEE LS D LR UL, BEEIHERIT 2BEHFH 0
9,
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# Decoder DEnbeddingEDER
n_input = len(field_t.vocab)
n_embed = 200

embed_dec = nn.Embedding(n_input, n_embed, padding_idx=1)
t_embeded = embed_dec(input)

# YA ADEALEHR
print(input. shape)
print(t_embeded. shape)

torch.Size([1, 5121)
torch.Size([1, 512, 2001)

Decoder ® LSTM[E

ZIHhHHAT S LSTM L&A IE—F & % > THREET 5728, 83T Decoder 24D

FE1OOMICEEDTHHALET.

| e am - kikagaku-; <eos>
[t ] [t ] | e ] [t ]
T’ln h T/lz| 51 T/m ’ T/:n
Ly (s | ——' s | —— [sM | ——> [ istM |
I T/’U i hoe T/’J-’ . T/Hz
Encoder Ly [5TM |- [ 5TM |— [ 5TM | ——> [ LsTM
h T/m - hay gy has ha: Th 13
—> [ 1sT™M | = LsTM |—=—>[ LsTM |——>[ LST™ |
I ! I ) I | i ,
i 13 FHHY T £508> o > | > am .» kikagaku
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FH THE L 7z<sos>)® Embedding & ~LSTM @~ 2B 2 & T FRIKESH IS

nz
2. FPHIERE. LSTM E» 5HAShBRBIRERY ML h RO TR ZTS

3. ERIOBERPROTRDANC S BEHEERDEL T, XELEPHNIENS

BEEt 75 1 BETOMOHLTANT B2, num_seq=1 £V ET. K> TANEDY
4 R [1, batch, n_embed] T,

t_enbeded. shape

torch.Size([1, 512, 200])

# Decoder DLSTMEAEH
n_hidden = 200
n_layers = 3

1stn_dec = nn.LSTM(n_enbed, n_hidden, n_layers, bidirectional=True)
t_lstm, (h, ) = lstn_dec(t_embeded, (h, <))

print(t_Lstm. shape)
print (h.shape)

torch.Size([1, 512, 400])
torch.Size([6, 512, 200])

Decoder O&#EERE
BRI ARHABEHELE LS.

n_output = len(field_t.vocab)
n_output
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# ERABOER
fc = nn.Linear(n_hidden, n_output)
y = fe(h-11)

print(h[-1].shape)
print(y.shape)
print(y)

torch.size([512, 2001)

torch. Size([512, 141)

tensor([[-0.0496, -0.0695, ©.0664,
[-0.0501, -0.0679, ©.0608,
[-0.0476, -0.0687, ©.0652,

0.0561, ©.0072, 0.0392],
0.0599, ©.0039, 0.0342],
0.0611, 0.0084, 0.0355],

[-0.0446, -0.0699, 0.0646,
[-0.0473, -0.0711, 0.0570,
[-0.0551, -0.0646, 0.0621,

grad_fn=<AddmmBackward>)

0.0594, ©.0115, 0.0364],
0.0583, 0.0144, 0.0379],
0.0649, 0.0082, 0.0411]],

# SoftmaxBITo~ 11T B
y_softmax = F.softmax(y, dim=1)
y_softmax

tensor ([[0.0675, 0.0662, 0.0758, 0.0750, 0.0714, 0.0738],
[0.0674, 0.0662, 0.0753, ..., 0.0752, 0.0711, 0.0733],
[0.0676, 0.0662, 0.0756, ..., 0.0753, 0.0715, 0.0734],

[0.0677, 0.0660, 0.0755, ..., 0.0752, 0.0716, ©.0734],
[0.0676, 0.0660, 0.0750, 0.0751, 0.0719, 0.0736],
[0.0671, 0.0664, 0.0754, 0.0756, 0.0715, 0.07381],
grad_fn=<Sof tmaxBackward>)

# FEROWR  ATHABTRORZREDOA VTV I R%EES
result = y_softmax.max(1)[1]
result
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ZMNT Encoder & Decoder ZNZNOBIEZTERTE & Lz, FWLTHRY SHERMKEE
CAVE VB,

REBEHOFE

TFHIEERSH I SN BIBBEEREZHELE . MOKD XS, Decoder S HITE N7
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| Loss |
ty I fus fa
[ o am - kikagaku-- <eos>
! 1 ! I

[ ] [t ] [t ]
T/m T/lzx b Thm T/Ln

h 1y 21 ha1
S [1ST™M | ——>[ LsTM |=—[ LsTM |——>[ LsT™M |

Thu ) hao oo T/l.u Hig T/l 12

O
Encoder L Tom - [ 5 |- [ stM | — istm ]

/ Thm ' has iy WUH 5 has
L (o | —T s |—— [ 1stm | ——[ 15w |

Embedding] Embedding| Embedding| Embedding|

f f

L I& ¥H4HY TT <§OS>  Fen >

- —

> am .»kikagaku

BEBBZEFT 2B, Seq2Seq D TFRIE y & HEME t ZFHE L. nn.CrossEntropy
Loss() THHILEd . &I THREMBICANSHIIC Softmax Bi#ZEH L 2L DI, Softmax
B34S PyTorch TRIBREHOFHTORICAFEINTWBLHTY . B, 1 XFH tlo]l A
NLEAEREL T, y OFRRERE 2 XFETH SO T, ART2EEHEE 2 XFEHO t[1]1 &
ZDET.

# BERDFE

criterion = nn.CrossEntropyLoss()
loss = criterion(y, t[11)

loss

tensor(2.6457, grad_fn=<Nl1LossBackward>)

Seq2Seq Dx Y hT—IDEHEFE
Encoder, Decoder ZNZHDEBZMRE L TEE Lice ZRTEERIC2ODORY FT—7
EOREGDOET Seq2Seq #EELE T,
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# Encoder DFEH
class Encoder (pl.LightningModule):
def __init__(self, n_input, n_embed, n_hidden, n_layers):
super (Encoder, self).__init__()
self.n_layers = n_layers
self.embed = nn.Embedding(n_input, n_embed, padding_idx=1)
self.1stm = nn.LSTM(n_embed, n_hidden, n_layers, bidirectional=True)
def forward(self, x):
x = self.embed(x)
x, (h, c) = self.lstm(x)
return h, ¢

# Decoder DTEFH
class Decoder (pl.LightningModule):

def __init__(self, n_output, n_embed, n_hidden, n_layers):
super (Decoder, self).__init__()
self.output_dim = n_output
self.embed = nn.Embedding(n_output, n_embed, padding_idx=1)
self.1stm = nn.LSTM(n_embed, n_hidden, n_layers, bidirectional=True)
self.fc = nn.Linear(n_hidden, n_output)

def forward(self, x, h, ©):
X = x.unsqueeze (@)
x = self.embed(x)
x, (h, © = self.lstn(x, (h, c)
y = self.fc(hl-11)
return y, h, ¢

WDTAT S LD LD ICEET HEITERLTIFLLOE, for t_ in range(max_len - 1)

IZBWVT, max_len (BHE#Et DY A X) 5 -1 LTLBHHTT. UTORD &S IT<sos>% 18
KEBICESZWED TUuS T LT 2RENHZONPHEHTT .
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Loss

N\

1) 12

’M f[ 1]

! !
1 3 <eos>
T T

gl il

+ 53 <s0s>

t
2
(=135)
<S0S> 1 3 5 <eos>
t[0] t[1 t[2] i3 t[4]
L ]
Loss DEHHEITET DI

Tmax_len(5)-1 = 4 {EL1DH

class Net(pl.LightningModule):

def __:

d

&

f

init__(self, *args):
super(Net, self).__init__()

self.encoder = Encoder(n_input, n_embed_enc, n_hidden, n_layers)

self.decoder = Decoder(n_output, n_embed_dec, n_hidden,

forward(self, x, t):
max_len, batch_size = t.shape

t_vocab_size = self.decoder. output_dim

y = torch.zeros(max_len - 1, batch_size, t_vocab_size)
h, ¢ = self.encoder(x)

inputs = t[o, :]

# <sos> ZIREBMICEI R
for i in range(max_len - 1):
_y, h, ¢ = self.decoder(inputs, h, c)
ol =
topl = _y.max(1)[1]
inputs = topl

n_layers)
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# conversion for evaluation
y = y.view(-1, y.shape[-11)
= th1:].view(-1)

-

return y, t

def training_step(self, batch, batch_idx):
x, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('train_loss', loss, on_step=True, on_epoch=True)
self.log('train_acc', self.train_acc(y, t), on_step=True, on_epoch=True)

return loss

def validation_step(self, batch, batch_idx):
X, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('val_loss', loss, on_step=False, on_epoch=True;
self.log('val acc', self.val acc(y, t), on_step=False, on_epoch=True)

return loss

def test_step(self, batch, batch_idx):
X, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('test_loss', loss, on_step=False, on_epoch=True)
self.log('test_acc’, self.test acc(y, t), on_step=False, on_epoch=True)

return loss

def configure_optimizers(self):
return torch.optim. Adam(self.parameters(), 1r=0.01)

n_input = len(field_x.vocab)
n_output = len(field_t.vocab)

# Embeding HMDRTH
n_embed_enc = 200
n_embed_dec = 200

# LSTMEDER
n_hidden = 200
n_layers = 3

# FBORT
pl.seed_everything(e)

net = Net(n_input, n_embed_enc, n_embed_dec, n_hidden, n_layers)
trainer = pl.Trainer(max_epochs=30)
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trainer.fit(net, train_loader, val_loader)

8.8 MEEH

{'val_loss': 0.2951650023460388, 'val_acc': @.8881276249885559}

# TART—RITHT BRI
results = trainer. test(test_loaders=test_loader)
results

{'test_loss': 0.29532063007354736, 'test_acc': ©.8887067437171936}

FEREHRT & BERMOEMERDN 8% x> THY, MOUBEDET VEERTEE

L7z

AETE. XEHEDP SXESE, XEERETHRNMLE L,
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AETIE. Azure DY —ERZFERLTYZ7 NRBEEO—DIVREEZEELGHS. #
WEBORRT T—ACBBR [F704] ZBNLET. S<OBHOPEBHIUF154
TRYIEORVEBSRCRINFEOBNEH Y £ 95, KB CIRERRBEMBET 22
EFRYPTT. LALZOBREDR BETRF 21 X2 bEFABROTOCENDDE
DFECRIBEFBODERETY . ZITH laaS & PaaS A LLHEEZATVE
£l &I,

9.1 Azure Blob Storage

FEIEDHNC, FHEATTLET -5ty MRETT, F70A IHERT 2 ETFLO%
B & Azure Blob Storage ND7 v 70— F#475> TV & %9, Azure Blob Storage i¥, 7%
AT =FRNAF )T =Y 2 EOKRBOIMELT — 2 2BMT 2 -0ICRBLER TV E
To BT —F L3 REDOT—Y EFNRERIM>TVRVT =¥ T, ARTA b T
. ROABICEL TS ERELTVET,

ERE 22X FF 222 b2 T I FICEBERET %

DT 7R ARICT 7 A VEEIT B
EFtBLUF T4 A2 AN IV TRURT S

az .77 ACHERD

Ny I7 9 TEETE VAN = T=NATDEHDT—5 2T 5

o ATV IAY—E AL Azure FA M —ERTHNT 57— % 21&#MT 2

I—HF—F@E T V=Y avid. HEOEIHS5TH Azure Blob Storage HDA 7Y =
IJPVCTIVEATEET, EDLIBT7 7 A VERXTHREFETE S Azure Blob Storage IZ%%
U7z model & Network %3%% Z & T, MBMOMHEREN» S ET VT VL ATE A L5140
E3
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9.2 Iris F—ITRY hD—TZEE

2EOFENEUTOEBY T,

1. Iis7—%%ty bTHY b7 —T%2%H
2. MNIST ¥—#%t v b THy b7 =7 2%H
3. Azure Blob Storage 1B FEARE T I 2 R1E

ZNTREATVEELE S,

9.2 Iris¥—42Txy 7=V %%8

DIRIICBH Uiz Iris T— 9 &, T— Y ORHRB~EATE 2T -5ty FOBRAOLEHE
TIT->TBEEL &S,

import torch
import torch.nn as nn
import torch.nn. functional as F

from sklearn.datasets import load_iris
from torch.utils.data import Dataloader, TensorDataset, random_split

# IrisT— &1y hOFEHAHR
x, t = load_iris(return_X_y=True)

# PyTorch CHBICEATE BHANER
X = torch. tensor(x, dtype=torch.float32)
t = torch. tensor(t, dtype=torch.int64)

# ANMEEBEEZEEHT, 120F TP 1Y Matasetic K
dataset = TensorDataset(x, t)

# BT =Bty NOY U TVHERE
n_train = int(len(dataset) * 0.6)

n_val = int(len(dataset) * 0.2)

n_test = len(dataset) - n_train - n_val

# TVHLILHEEITO . ¥— NEEEL TBREERER
torch.manual_seed(0)

# T—&ty hORE

train, val, test = random_split(dataset, [n_train, n_val, n_test]
batch_size = 32
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# Data Loader ZFI&

train_loader = torch.utils.data.Dataloader(train, batch_size, shuffle=True, drop_last=True)
val_loader = torch.utils.data.Dataloader(val, batch_size)

test_loader = torch.utils.data.Dataloader(test, batch_size)

FBFIREXRY NT—VDEH
ZZETEARY b7 =T DEFH% Jupyter Notebook ZHMHRIRLTEZ LA, TIHhHIE

HRTHRY VTV EMHT A EARBLC, Ay MT—VRERTHI TARINET 71
NICHERATRET ST LITLET,
)R K 9.1 models/iris.py

# coding: utf-8

import torch

import torch.nn as nn

import torch.nn.functional as F

from torch.utils.data import Dataloader
import pytorch_lightning as pl

from pytorch_Lightning import Trainer

import numpy as np
from sklearn.datasets import load_iris

class Net(pl.LightningModule):

def __init__(self):
super (). __init__()

self.bn = nn.BatchNormld(4)
self.fcl = nn.Linear (4, 4)
self.fc2 = nn.Linear(4, 3)

def forward(self, x):
h = self.bn(x)
h = self.fci(h)

h = F.relu(h)
h = self.fc2(h)
return h

def training step(self, batch, batch_idx):
X, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('train_loss', loss, on_step=True, on_epoch=True)

self.log('train_acc', self.train_acc(y, t), on_step=True, on_epoch=True)
return loss



9.2 Iris F—ITRY bI—TEZE

def validation_step(self, batch, batch_idx):
X, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('val_loss', loss, on_step=False, on_epoch=True)
self.log('val_acc', self.val_acc(y, t), on_step=False, on_epoch=True
return loss

def test_step(self, batch, batch_idx):
x, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('test_loss', loss, on_step=False, on_epoch=True)
self.log('test_acc', self.test_acc(y, t), on_step=False, on_epoch=True:
return loss

def configure_optimizers(self):
optimizer = torch.optim.SGD(self.parameters(), 1r=0.01)
return optimizer

import pytorch_lightning as pl
from pytorch_lightning import Trainer

ZO&IIT, ST 7 AT ER Y PU— T EERLIGAICE. BERERALTVEIATIY
LEC &SI import THUSER L2 ZH - BBEFATEE T SEIE Net EIFIENZH Y b
= TEHLIDT, UFOKSICHARAET

# SEBT 7 A ND B DFHEHAH
from models.iris import Net

# FBORLT

pl.seed_everything(2)

net = Net()

trainer = pl.Trainer(max_epochs=30)
trainer.fit(net, train_loader, val_loader)

# T 3%

def callback_metrics(trainer):
print('Validation Score:', trainer.callback_metrics)
trainer. test()
print('Test Score:', trainer.callback_metrics)

callback_metrics(trainer)
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Validation Score: {'val_loss': @.15639089047908783, 'val_acc': ©.9666666984558105}
Test Score: {'test_loss': 0.1219145655632019, 'test_acc': 1.0}

FBEAETINORE
¥EHRET LEOT, WHOESET 7 A VRELEL &0 BELRELLIY bT—2

EEHTD.py 77 ANE RIELLERERARAG LT, EORBTLSEZEBELALXY b
T EBRTEET,

# BHRTF

torch.save(net. state_dict(), 'models/iris.pt')

9.3 MNIST T*v F7—9D%H

FOTIE MNIST ZHVWTH Y P7 =7 22F LT EET, RIAEID LEEICR ST
T 2FOFIFERFELCTT. Ho6BERBVELAPSEELTVEFLE S,

from torchvision import transforms, datasets

# BISLIE

transform = transforms.Compose([
transforms. ToTensor ()

D

# F—&ty NORE (F—2HRVNVBEIELT>O—K)
train_val = datasets.MNIST(root='data', train=True, download=True, transform=transform)
test = datasets.MNIST(root='data’, train=False, download=True, transform=transform

# train : val = 0.8 : 0.2

n_train = int(len(train_val) * 0.8)
n_val = len(train_val) - n_train

# TVALICHENEATI . — REEEL TEREERR
torch.manual_seed(0)

# train&val &5 &)
train, val = torch.utils.data.random_split(train_val, [n_train, n_vall)

batch_size = 32

# Data Loader ZF3%
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train_loader = torch.utils.data.Dataloader(train, batch_size, shuffle=True, drop_last=True)
val_loader = torch.utils.data.Dataloader(val, batch_size)
test_loader = torch.utils.data.Dataloader (test, batch_size)

Y NT—UDESH

MNIST 220\ T Iris & FRRICHER
JEEHLET.
1)Z k9.2 models/mnist.py

ICHAT2ZL2RBLT, BT 7 AL TEY b7 —

import torch

import torch.nn as nn

import torch.nn. functional as F

import torchvision

from torchvision import transforms, datasets
from torch.utils.data import DatalLoader
import pytorch_lightning as pl

from pytorch_lightning import Trainer

class Net(pl.LightningModule):

def __init__(self):
super().__init__()

# BHAHBEER

self.conv = nn.Conv2d(in_channels=1, out_channels=3, kernel _size=(3, 3))
# SREABEER

self.fc = nn.Linear(507, 10)

self.train_acc = pl.metrics.Accuracy()
self.val_acc = pl.metrics. Accuracy()
self.test_acc = pl.metrics.Accuracy()

def forward(self, x):
# BHAH
h = self.conv(x)
# BAET—U>T
h = F.max_pool2d(h, kernel_size=(2, 2), stride=2)
# ReLU B3%K
h = F.relu(h)
# N ML
h = h.view(-1, 507)
# BRI
h = self.fc(h)
return h

def training_step(self, batch, batch_idx):
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X, t = batch

y = self(x)

loss = F.cross_entropy(y, t)

self.log('train_loss', loss, on_step=True, on_epoch=True)
self.log('train_acc', self.train_acc(y, t), on_step=True, on_epoch=True)
return loss

def validation_step(self, batch, batch_idx):
X, t = batch
y = self(x)
loss = F.cross_entropy(y, t)
self.log('val_loss', loss, on_step=False, on_epoch=True)
self.log('val_acc', self.val acc(y, t), on_step=False, on_epoch=True)
return loss
def test_step(self, batch, batch_idx):
X, t = batch
y = self(x)

loss = F.cross_entropy(y, t)

self.log('test_loss', loss, on_step=False, on_epocl
self.log('test_acc', self.test_acc(y, t), on_step=|
return loss

rue)
alse, on_epoch=True)

def configure_optimizers(self):
optimizer = torch.optim.SGD(self.parameters(), lr=
return optimizer

# SNBT 7 A WD B DFAHIAH
from models.mnist import Net

pl.seed_everything(e)

net = Net()

trainer = pl.Trainer(max_epochs=10, gpus=1)
trainer.fit(net, train_loader, val_loader)

# FANT—2TIREE
results = trainer.test(test_dataloaders=test_loader)

# FBREHTT IO
callback_metrics(trainer)
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Validation Score: {'val_loss': ©.17958417534828186, 'val_acc': 0.947265625}

Test Score: {'test_loss': ©.1784995198249817, 'test_acc': 0.947265625}

¥FBEHSETIORE
UROKD ICEBHEHEFNET 7 A MERELTBESET,

# FEEHETIORIF
torch.save(net.state_dict(), 'models/mnist.pt')

9.4 Azure Blob Storage EFIV&RTF

Iris & MNIST ZNENDF—F £y MIOWTERY b T—ZO¥BENZET L, Fv bT—7
DEZEFBVEADELZBRETEE LIz, TORY NT—VOER - BHRMOBEN S HE
HATE5E510, VE-MHRICRELTBEET. 20V E— MEEEA Azure Blob Storage
TY. MELSINAETUEEPEART7 7 A V%2Y E— PREICRIFELTBLLZET, F—L4H
TREICHAETEZEY, HHO VM HTOESEL L, BELEXS0T, BHLTLEE
Lxd.

ANL=F7H 72 MO
ZNTE Azure R—F LV ERPSZA ML =7 Y b2ERLEL &5 ROFIHICH>T
EITFLTVEET,

BREINTRR
— [/
= =T
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= Microsoft Azure
R—A > F# > Marketplace > ARL—I PAIV b
ARL=Y PHOVE

Microsoft

% ARL=Y PHIVE
Microsoft

FMIBEICAD ST, BABEIINETO Azure BFLLTLETA, A PL=IT7HY
> bOFEHIX Standard DA

e WHVITAHYY
o WHV2THY VB
e BlobStorage

#3% V . Microsoft #IFYLH v2 7H7 ¥ bR LTV E . BH O Azure Storage HEER Y
AR—bPLTBY., A vl & BlobStorage DTN TOBEENMARENTVE T GB (FHN
A F) HVOBMETIE. WA vI KDPPEVIEHHVETOT, RENICHAENICHE = &
Fo BOICHH vl RERBRENLF S, 707Uy I CHBICT Yy P/ L—RTEBDT,
MLTHTL S,

TIEAEE BEECTIEATED. TI/ERTBAHAD VS TRESNDDOTTH,
SOEEFT 74N ED [Fy b TEDTBEET,
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EPEA ]

FIOAENTWBYY—REARNERRTZY TR U TV aVERRUET, 7ALI—D&SBYY—R T—T%
WALT, INTOYY—REREL, WELET,

YIRYYTvav* *FNAVOGTRIVTvay M
YY=RIN=7* &) pytorch_topgear | v]
SRR
AYRY Y ROHE

BEEDRBIETILIE Resource Manager TH D, THIZRHTD Azure BEEZYR— M LTWET, DD IC, ROBRFET
WERS>EBROBRTEXY. 75V VERETINERRLET

ARL=U PRIV IE* O pytorchtopgear ]
- CHE) KEZH 2 v]
NRIA=IY2 0O (®) standard () Premium

' StorageV2 (A8 v2) ' V‘
L7Yr—v3v o ‘ BHIRD 77 L AMATTRA FL— RAGRS) ) V]

FURAM BE) O (OFEC

ZNTE HERBEOMER] 27V vy 7L, F7OMIEIFLTLIES L,
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© FT7OAMDETULELE

D F7041%: Microsoft StorageAccount-20191216000149
YTRIUTYIY: FNHIOYTRIYTYaY
YY—R JI—7: pytorch topgear

v BHOREE (YUv0-F)
~ ROFME

VY-8l

ATV EA VAN

f#F LTV % Jupyter Notebook 75 Azure Blob Storage Z{EFTZ % X 5. azure-stora
ge-blob ZA > A b—)JL L&Y, azure-storage-blob (¥. Python T Azure Blob Storage %

HB12DDFA TV T,

1pip install azure-storage-blob

import azure.storage.blob as azureblob

Blob Storage & D#fi

F9°. B L7z Blob Storage & DHGEZITVE T T DHEHEICIE Blob Storage @ account_

name & account_key AEE 2 BHD T, Azure DR—F U SHERELEL & D,
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Microsoft Azure L

=L > pytorchtopgear
= pytorchtopgear

2hL=Y PRIV

£ BR (Cmd+/) « I Bplorer THC > BE () BFOMEK
= gE UY—R JI—7 @&F) : pytorch_topgear
A 1 724TY: N
FUOT1ET4 QY s 7 TR
L + KEFES 2, KEFEE
R T7EANR (A YIRIYTS CERAYOYTRYY
® 7 YTRYUTYIVID  : fSbfe6Sc-b3a3-deal-ar
& MEDBEERR 57 &%) P STEENT BIRT
Pl
PRIy

aAVFF—
FEBET—YBORT—F T
TIAAMDEORTVWA ML —F

RS

i Storage Explorer (7L €1 —)

A ML= FHY > bEH account_name. keyl D —7% account_key 1272V 9, HEL
FlLx,

ARL—Y FhOY IR

keyt ()

=
e |

]

DefoultEndpo I

WL OPEREAERD SO TT A, ZZTIE SAS (Shared Access Signature) ~—2 > % fi
AU HERBIRUE T, SAS M—72 V& generate_account_sas() XV v F&{#>T, acco
unt_name. acount_key. F#FEDOFEFE. ARHIREZHBERTES XD ICHIHUEELET.
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# BEREDV21—NEAVR—I
from datetime import datetime, timedelta
from azure.storage.blob import BlobServiceClient, generate_account_sas, ResourceTypes, AccountSa=

sPermissions

# BlobNJERE

sas_token = generate_account_sas(
account_name = '<your-storage-account-name>',
account_key = '<your-account-access-key>',
resource_types = ResourceTypes(service=True),
permission = AccountSasPermissions(read=True),
expiry = datetime.utcnow() + timedelta(hours=1)

blob_service_client = BlobServiceClient(account_url="https://<your_account_name>.blob.core.windo=>

ws.net', credential=sas_token)

Zh T Blob Storage & DERATT LE Lo ERT—Y2RELTVWARVOT, IV TF
HEBIXZEIC 2> TVWET,

=4 > pytorchtopgear
== pytorchtopgear

ARL=T PRIV

[P ®% Cmd+n |« L xplorer THIC o BB O BHOREK

YY=R JI~7 @&E) : pytorch_topgear

= mE
B oL ®"e PEASURLIN
B KEFEEE 2, KEFEE
R FI R (AM) YTRIVTVAY..  FAHIOYTRIY
¢ 57 YTRYUTY3YID  : fSbfe6Sc-b3a3-deal-a
£ MEDB R 9 &F) SIEEMY BT
v ToE
ARV~
3 istorsge Explorer (71, €3 ;;;1:;—5»107\7—57»
ne TAXMPEOBWA L —Y
FOUR F— R

models I > FF &ERR L. SBIELIER L7z Iriss MNIST FIO 7075 4 L ¥ BEHEHE R
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#LELES,

ContainerClient @ from_connection_string {&. XFEB D EHXFIH»SFIEL. T~
TFERMERY BHETT

ARL=Y FHIVIE

[ pytorchtopgear

keyt ()

5

6s1pUtkia0y// I
woxEn o

Defaulténdpd

PRS2 I — LT, conn_str IZIEMLEL x5,

# AVTFEER

from azure.storage.blob import ContainerClient
conn_str = '<your-connection-string>'
container_client = ContainerClient. from_connection_string(conn_str=conn_str,

container_name='models')

container_client.create_container()

{'etag': '"0x8D7822290C840EF" ',
‘last_modified': datetime.datetime(2019, 12, 16, 12, 22, 6, tzinfo=datetime.timezone.utc),
‘client_request_id': 'ac419d74-1ffe-11ea-aca3-acde4801122',
‘request_id': 'db1@bSab-301e-0036-550b-b4472c000000" ,
‘version': '2019-02-02",
‘date’: datetime.datetime(2019, 12, 16, 12, 22, 6, tzinfo=datetime.timezone.utc),
terror_code': None}
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AYFF— B FUEA LAILE O = BB

[P7v74v92K 833V 7r—08R
&0
‘D models
by

I models IX T FHFERLE Lize WICTOHRICT—F %27y 70— FLTVEL &
9. THHIEHICHB T, BlobClient. from_connection_string IZ upload_blob() XV v K
BHVET. FHARARIZVT 74 )LD PATH LRFF L7V blob_name 28%ET 5723 T7 v 7
U—FTEE9,

# FIREMER LT 71 W EPATHEIREY B
data_dir = './models/’
filenames = [
'iris.pt',
'mnist.pt',
'iris.py',
‘mnist.py’
]

from azure.storage.blob import BlobClient

# 77ANOF7y70—K
for filename in filenames:
blob = BlobClient. from_connection_string(conn_str=conn_str, container_name='models', blob_na=>
me=filename)
with open(data_dir + filename, 'rb') as data:
blob.upload_blob(data)

I RETHRIC Azure R—F VEED S 7 7 4 L EZHERTENIRINTT
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T Py70-K 8 PUEALNVEEELEY (O BH

BIESRE: 7€ ¥— (Azure AD DL—H— NIV MYV EZB)
HA: models

[7L74v721c &5 BLOB DBF KXFENXFER)

=0
O = irispt
O = inispy
0O B mistat
[ = mnistpy
9.5 Azure VM &{E> 7= Web 77" r—
avOER

EBUGTERERARICHERBRE 2 BRI 2L &, 2 DOBRENSHVET.

1. 779 RTH—N—%%25
2. ATV IATEHNTY —N—2 i 5

759 REFNRA LY —N—BRZ28HETENE, LEBISCTAT —LVEELSE0,
VAT LREDPRELBEOREE T TT FRITH 720 TE, REPRICRDIENDVET,
LAl ERICE-> TR BRANCT Y 2RBMT 2005 F 1Y 71 EHELLZ LB E
KL<HITLET. 20 & BHAEICIE Web AP —)N—% H & fiBUC/ER T & 2 5 A A
ERDET SEET—IRX—R L EDORMNIELE AN, Flask & Docker, Azure Virtual
Machines % {#fi - 7zfli5 7% Web API O F 7 u A HEEfNM LET.

AT Docker Z i U CEBIMEZ1T 5 72, Docker ICDOWTIRE 5 EABRL T L
S,

RIB%ER
K=& L LS Azure VM 2305 LIFET. ¥ >0— RICBBAPH 270, 550U
VM iz pull LTBWTHOBEEMIEDE L &>,
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sudo docker pull tiangolo/uwsgi-nginx-flask:python3.6

Visual Studio Code Insiders O > h—Jb

Visual Studio Code &, Microsoft A HFEL TL5HY — 2T —FLF 1 ¥ T9, Windows.
Linux. macOS ETHEL, FNAY T\ Git 7347V FOE, VI 9 TANATA b
AYTFVEVA ARy M VT 775V T BEORERRESET. NAY VA ALE
ST BERLAROHLLT 1 YD 1 2I2%>TWE T, Visual Studio Code ® Remote
Development & IFIZN 2 IREREZ AT A2 LT, YV E— MR THU— AL ERLC LD &
BETHRMEL, M TEE T, https://code.visualstudio.com/download 7 & ZFIFH D OS
DA YA =T —%F7a—RFLTL S,

Download Visual Studio Code

Free and built on open source. Integrated Git, debugging and extensions.

A "
4 Windows .deb 4 Mac
7810 Ubuntu Red Hat, Fedora, SUSE macos 1010+

User Installer 64 bit 32 bit deb 64 bit
System Installer 64 bit 32 bit rpm 64 bit
zip 64 bit 32 bit tar.gz 64 bit

Snap Store

EXTENSIONS:MA.. ==

remote development <«— lremote developmentJ EAN

Remote Development 0.19.0
An extension pack that lets y.
Microsoft
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JL3R%AE [Remote Development] Z{EMLE Y. ARiOLBY, YE— 25 SSH Hfic &
LTHESTEZBNHDTT,

EXTENSIONS: MA... oo = Extension: Remote Development X

remote development
‘ Remote Development

An extension pack that lets y..
Install | An extension pack that lets you open any folder in a cf

Remote Development 0.19.0 )
>< Microsoft =~ @ 385624 = % k % % %

Remote - WSL 0416
Open any folder in the Windo...
Install |

[instan

W AVRP—IVERTT

YE-FI.. [ssHEV | @
\ SSH TARGETS
] github

> azurevm

V1.EEZIYYY ¢ 2..ssh/config %R

YE—hI.. [SSHTV Select SSH configuration file to update

v SSH TARGETS T 3 ‘
. github /Users/sofuemakotol.ssh/config

> azure_vm [ /etc/ssh/ssh_config
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config 77 A MCEDT Y Y &) E— P THERT 207 %GR LE T, Host IXT 5 SAITE
HT37:00D%BDT, DAV TVESICHEICEE L TL ZE W, HostName IZ1& VM @
IP 7 FL A, User ICiZI—¥—Z%2FTRLET,

onfig

Users > sofuemakoto config
Host github
HostName gitt
IdentityFile

User git

Host a
HostName

X
IP7 FLREDI-H—REIRE
Host ICEEA T 2 &HiIFBH

YE—h I.. |SSHTV

\/ SSH TARGETS |

/O [ ] github

_J azure vm

VM DINZRT—FEAS

Enter password for sofue@

‘Enter’ 3 U TALERRY % ‘Escape’' £ L T LEY
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7 AT —ERL

/home/sofue/ QK‘ O-HLERRLETY.

.cache

.gnupg
Jlocal

.ssh

vscode-server
vscode-server-insiders
Deploy

Deploy 7 # W& &#i7 i/l L7z 5. BRERMTZET T

@ THA7O-5—

v BWTWEIF I~
p \/ SOFUE[!
> .cache
> .gnupg

> local

> .ssh
> wvscode-server
> wvscode-server-insiders

> Deploy dmmmmm Deploy 7 # IV 5 Z{ER

INH»5ID Deploy 7 # LT THEELTVEET, ZORICALELHM#EBSSVLTEE
Flxd,

Web#1 h&Web 77U4sr—23>
—R, AU&SBEECHMTAETH. Web ¥4 b & Web 77V 7 —v 2 >id, fE5H25

T2 EHOBHKER>TVET,
Web #4 My WOBITRT &5 10, Web #—=N—=AF 7t 22T, H—N—LICRES
NTWB HTML 7 7 A LEZUID, 7I7H[TLYF) V72TV ET,
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@HTML 771 1V%E
ERIS

@ Web #—1\—1H
@7 FIHH HTMLD HTML 7 7 1 IV &3%%
REERIR L.
LY &) 5%TS
Eﬁ?‘%‘&lb

(omo)
(=om)
(=omp

Web
A7V F  WebH¥—)i—

ZHUTH Uy Web 77V =2 a Tl BICT 7 A LOBZEFTIRAL, Web 7547
Y EALESNTELERICE ST, F—¥ =2 (DB) EDR VIV P HTML 7 7 A L®D
PERR EZITo 12 ZORBMELCT SV —y avd—N—nslans HIML 7 7 A
L& Web 7547 Y MIRTHAELZDET,

@Ryosuke £105 OFFUr—vay

® Ryosuke ELSEFT e $-rHhDBA
£44 rsmrawwa

07— IVERR A~
'
(o) | —
@ a (=oom) .

CDBb‘b”)llﬂ’E
/7'}7‘ / ‘J

© Web #—/{—#

DTFTFHHIMLO
HBERIFL, HTML 7 7 1 ILE3%3 BHAA T HTML
VYR IEES 77 A VER kit
@y
o2 PR30
Web P s
951F+ Web #—/{— H—si— (DB) #—1%—
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Web 7 L—LT—9
Web 7L —L7 =7 LI, BikD Web 77U r—3 a v OfSE#MBICFEETESLY—LT
T 1POMBLEI ETHEFRFEICELOIHABBELLETH, BHFEOD Web 7L —L7—
IREEBRTV—LT—IDF 2 — ) TLEREFSTEFIX P HESERTEET,
Python IZHE L7z Web 7 L—AT—=2ZI2@WAWAH D ETA, I TRAOEREROB
£z LCWCER Flask 2HRATHZ&ICLET,
ZN T Flask > TH#HT —N—2HRLTLEE L xS, SHOEHRIZ. ChETH
WoTEL s T—FDOFRELE T HOICINDPSHERATIEY 2—LEA VA P—LLT
BEET,

Flask Ogff
YA~ 9.3 api.py

# coding: utf-g
from flask import Flask

app = Flask(__name__)

@app.route('/')
def hello():
return 'Hello World'

# XA B
if __name__ == '__main__':
app.run()

Ih% api.py ELTT7 7 A VITHETE L, Terminal THEE T » LFICB#IER. LTOoavy R
TEITLET.

python api.py
EGEN
Running on http://<IP? KL-Z>:5000/ (Press CTRL+C to quit)

DEIIFHRENNIXIELL Web —N—RBEIHLTVET. Web 7I7H%25 http://<IP
7 RLA>:5000 IC7 72 A L CROEEIC 2N, O TO Flask iIC&k b Web 7 7V r— 3
> OFERIZRI T -
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@ 1270015000 x4+
C O 1270015000

Hello World

JSON THADEZZITERS

BEEERAE L MARATOELZVWEIATTN, ZORMICHEREREZED LS 2R TE
UEZPZHERLTBEE L&D, —MRIC Python T #HEELRFIUKL key & value 2Ff-> 7z
JSON EMHENBERTT = DR VI 2175 DA TT .

Flask I21% jsonify & W HBIBARBENTBY . IhEl-> THERMOEHERMLE T,
YR 9.4 iris_test.py

# coding: utf-8
from flask import Flask, jsonify

app = Flask(__name__)

@app.route('/')

def hello():
ret = {'y': 3}
return jsonify(ret)

# X1 VB
if __name__ == '__main__'

app. run(debug=True)

Tl Web #—N—%35 EFE L&D,
python iris_test.py
Jupyter Notebook %> & Flask ® Web API ZIFUHHLTWEE T, Y Z T A M GET #

Vv REPOST AV RFHVET,
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o POST XV v K : f#f% URL IcfHNLCi%%
o GET XV v K :{§#i% Body LWHEHRALZVWHNRBICED TES

Python 1213 requests W5 714 77U NBHEMENTBD, CHTHRICY IR+ (F—
N=ITHEROBERET2) 2FEDENTEET, FTRGET AV Y FOYAIA M %%
T EHRAE-> T BPHERELEL £ D0

import requests

# RBLTVBRLERE
url = ‘http://<ip¥? KL-A>:5000/"

# VOIANERXD
res = requests.get(url)
res

<Response [200]>

# ERERR
result = res.json()
result

{'y': 3}

result['y']

)

HREBVOMEMPE->TEE LIz ShPRLMBITY A Web API T IZ POST 2
Vy FCENEVIIAM2E->THEL L,

POST X/ v RTEEDY Y TR hEED

WREROTIBTIERT 51018, AN OWBEMHITY 7 T b EELRESHDET.
ZOfEMEDBAE—MRIT, POST AV Y FEHERLE T, GET AV v FTH—ISARETEH
BOTE A, POST AV v FTHNI SSL/TLS BEEHTHET bHELMSLT 2 LbT
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VRN 9.5 iris_test.py

9.5 Azure VM Z{E> Tz Web 7 U —Y 3 VOERE

# coding: utf-8
from flask import Flask, jsonify, request

app = Flask(__name__)

# POSTX Y Y RISHS
@app.route('/', methods=['POST'])
def predict():

# I ORFERY

x = request.json['query']

Get =Rt

return jsonify(ret)

# XA VB
if __name__ == '__main__':
app. run(debug=True)

from sklearn.datasets import load_iris

url = 'http://<ip7 NL-Z>:5000/"

# IrisT—& &Y hOFEARAH
x, t = load_iris(return_X_y=True)

COANME 2 ZE->TVEE T, NumPy BRTRBAZVHDHHH7:0, Python DY A

MERICUTBL L2 #RLET,

# BOIOY Y TNEITVICEE (YA MRICTS)
query = list(x[0])
query, type(query)

(st Edsh Ueth, Oordily 16EE9)

# HERCLTHS
params = {'query': query}
parans
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{lqueryt: [5.1, 3.5, 1.4, 0.2]}

# POSTUS TR b

res = requests.post(url, json=params)
res

<Response [200]>

# FEROWER
result = res.json()
result

{'x': [5.1, 3.5, 1.4, 0.21)

KMELLENPZOEER>TEE Lo BINTY o KW TR FEEAET VM > THERS
REBRTEIICLELED,

FBEATTIVDOFHRHAH
ZEWEHET L% Blob Storage 7547 > U— R UT, Flask ICHAAAZEL &0
)R~ 9.6 iris_deploy.py

# coding: utf-g

from flask import Flask, jsonify, request
from datetime import datetime, timedelta
import azure.storage.blob as azureblob
import torch

import os

app = Flask(__name__)

# Blob StoragePSEFEXY NT—I DY FALEFBEHETNEL Y O—K
model, pretrained = 'iris.py', 'iris.pt'
if not os.path.exists(model) or not os.path.exists(pretrained):
print('downloading the model and the pretrained parameters')
# BLob/\HE#E
sas_token = azureblob.generate_account_sas(
account_name = '<your-account-name>',
account_key = '<your-account-key>'

resource_types = azureblob.ResourceTypes(service=True),
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permission = azureblob.AccountSasPermissions(read=True),
expiry = datetime.utcnow() + timedelta(hours=1)

)

blob_service_client = azureblob.BlobServiceClient(account_url='<your-accouunt-url>', credent=
ial=sas_token)

# AV TFEDER
conn_str = '<your-connection-string>
container = 'models’
for filename in [model, pretrained]:
with open(filename, 'wb') as my_blob
blob = azureblob.BlobClient.from_connection_string(conn_str=conn_str, container_name=>
=container, blob_name=filename)
download_stream = blob.download_blob()
my_blob. wri te(download_strea. readall())

# XY NT— U DEBEFBEHETINOO—K
from iris import Net

net = Net()
net.load_state_dict(torch.load(pretrained))

# POSTX Y v RIZHHS
@app.route('/', methods=['POST'])
def predict():

# VLY DRFERY

X = request.json['query']

ret = {'x': x}

return jsonify(ret)

# XV
if __name__ == '_main__':
app. run(debug=True)

S5, HRAELEZRLTVREELE ). FROTOVILAEEIRAT, FEINTE
FAEICH UTERFEAHET VTR 21T, PHIEZET ESICLET,

# coding: utf-8

from flask import Flask, jsonify, request
from datetime import datetime, timedelta
import azure.storage.blob as azureblob
import torch

import torch.nn. functional as F

import os

app = Flask(__name__)

# Blob StoragePBEHERY NT—I DY FAEEBEHETNELTO—K
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model, pretrained = 'iris.py', 'iris.pt
if not os.path.exists(model) or not os.path.exists(pretrained):
print(*downloading the model and the pretrained parameters')
# Blob/ Nt
sas_token = azureblob.generate_account_sas(
account_name = '<your-account-name>',
account_key = '<your-account-key>',
resource_types = azureblob.ResourceTypes (service=True),
permission = azureblob.AccountSasPermissions(read=True),
expiry = datetime.utcnow() + timedelta(hours=1)

)

blob_service_client = azureblob.BlobServiceClient(account_url='<your-accouunt-url>', credent=>
ial=sas_token)

# AVTFEDEH

conn_str = '<your-connection-string>"

container = 'models’

for filename in [model, pretrained]:

with open(filename, 'wb') as my_blob
blob = azureblob.BlobClient. from_connection_string(conn_str=conn_str, container_name=>
=container, blob_name=Filenane)

download_stream = blob.download_blob()
my_blob. write(download_strean. readall())

# XY hT—Y OERBEFBEAETINOO—K
from iris import Net

net = Net()

net. load_state_dict(torch.load(pretrained))
net.eval()

# POSTX VY RIZHS
@app.route('/', methods=['POST'I)
def predict():
# VT DRIFERY
x = request.json['query']
X = torch. tensor(x) . unsqueeze(0)
# R
with torch.no_grad():
y = F.softmax(net(x), 1)[@]
_, index = torch.max(y, @)

result = {'label': int(index), 'probability': float(y[index1)}
return jsonify(result)

# XA B

if __name__ == '__main__'

app.run(debug=True)
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import requests
from sklearn.datasets import load_iris

# IrisT— &1y OBHAHR
x, t = load_iris(return_X_y=True)

# URLDFETE
url = 'http://<IP7 KL-R>:5000/"

# BYDYTNEITVICHEE (YA MERICTS)
query = list(x[0])
query, type(query)

# HERICLTHS
params = {'query': query}
params

{'query': [5.1, 3.5, 1.4, 0.21}

# POSTZY VT b
res = requests.post(url, json=params)
res

<Response [200]>

# FERORER
result = res.json()
result

{'label': 0, 'probability': 0.9751327633857727}

COEIIZTFHIENIESNS LS % Web API #/EBHZ EHTEE Lizo BMFEELY V=

FUEREFARICEETT

=7
EFEFCZNERLAE TR, KRICHEAT 29 —EA TR B EEALTED.

k=

305



H9B FSOA

Web APl #—/N—DF 704

7yv7a—F

g

model.py
£l

model pt

Z T Docker %{#i > THii#IC Flask + Nginx ® API ¥ —N—%NTAHZ L &#HEHLE T,
FTREBMAIC, Docker 1 A=V ZENRLTUL EFBLIAETRERIIR>THEL LD,

FAZ by 7 flask_api 74 L7 MU EFRLE T, BIEREDT 1 L7 MY TIH %%
DEREFRDES LICLTWEET,

flask_api

k Dockerfile
—— app

L main.py

EBED Web 77V r— a > 2 AEBRECEMT 2581&. Flask N app.run O & 5 7% fiff
5D Web #—N—%{EHT 2D TIE% <. Apache % Nginx O & 5 7% Web H—N—ZHEHEL
%9 Flask ® Web #—N\—30— AV EDOHREEEDT X PHTY . ZhICH L. Nginx D
&£57% Web —N—2MET 2L A b L, —KICHENP ENVDET,

Z ZTEBIET DN Docker T o Web #—/V— Nginx OB 2§ TICHFEFAD Docker
AV TFERILTT, PDFICIIIERICH L WEREER L —BTikbodTLEVELL S,

Docker + Nginx + Flask THAB THEALD AT LIEBE
main.py EWVWDZRHIT, Flask D7 PV —2 3V &2ERLE T,

# coding: utf-8
from flask import Flask

app = Flask(__name__)
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@app.route('/")
def hello():
return 'Hello World'

# XA B
if __name__ == '__main__':
app.run()

Dockerfile DfER

4[a1% Docker Z{HWF T A Z 2 TIE docker pull & 512 Docker Hub 254%™ > a—
FLTL 5DIE7% < Dockerfile EMFIENZ 7 7 A L EERLET. 5 ETHHALEL
7275, Dockerfile EH B4 A—Y %&b LI, SS5ICHFEYS TRE MM Z A7 Docker 1
A—VEBETEET 7 A VDI ETT, iz, Dockerfile RBABTF AT 7 A LBDT,
F=F YA RGNS, Thi6iE GitHub ETEET A2 EbTEET, TR TR,
Dockerfile Z{E>THEL & o
YA K 9.7 Dockerfile

FROM tiangolo/uwsgi-nginx-flask:python3.6

COPY ./app /app

Zh# Dockerfile &S &RIT flask_api 74 LY PUETFIKREFELEL LS. ZITHE
BLTIELL I &ELT, Dockerfile IIHRRF AT E AL

FROM i3, EDA A =T %&b EICEN FEITIPDEETT . S Docker Hub TAME
NTW5 tiangolo/uwsgi-nginx-flask & W BICEREHETE 2/ XA -V #L, Th2
NS HIBEREEEZMATVEET,

COPY i, ELRTBA A=V IEHLTT 7 A LD —ZITVET, T TRREDMEE
FALIZ MY (ALY T4 VL7 M) FiidHb./app ZA A=V D/app ICAE—=LTVET,
BRAIT, N—AIT L7z tiangolo/uwsgi-nginx-flask DA X —I Tk, /app iCH BT 7Y
r—varyEHFETLSIC config 77 AV TRESNTWD D, ZOLRICEDESDIC
flask_api/app 74 L7 b % Docker 3> FF ED/app NIE—=LTVWET. b55A
config 7 7 A VERET 2 HHELH D ETH, T RARICEDELONRETT .

1Z712% Dockerfile IZEWAWALRFERBTELDT, EELBNFSHEI TV TSV,

Docker 1 X—YQEIL K

ZHTIRAER U7 Dockerfile 2% & ICHi727% Docker 1 A=V % EDE L& S0 ZOMEEDT
LZEIER (build) &MUEF s Docker ETEN F%{T> 37> Fid build TF. T T
nginx-flask-hello-world WD A A—=JRIZLET,
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sudo docker build -t nginx-flask-hello-world .

Successfully built EHAIEEIL FERINTT. B RIflio7zavy RoA Ty a ViU
DES RfERICR>TVET

docker build -t <1 X—I%>:<& > <BR L7zl DockerfileDIFFT>

ZOEN RASET LTH L Docker £ A—IBPER S N7z 5, sudo docker images #FEFT
UTHERET A A=V ZFIFELTHE L & Do [nginx-flask-hello-world] A A=A
TETLAE, ELRIERNTT .

AV FTFDILB LT
ENTRIERLIA A—ID 5V FFEHLLIE EFET,

sudo docker run -d --restart=always -p 80:80 -t nginx-flask-hello-world

SENE Web #—N—DREEFRT BBERXFICRVOT, IV T TS EFROF TV 2
YELT-d &, arFFEEHLLBET 2y F (BB LLEFHIZ) 2LELE.

& 51T, --restart=always EWIHF T a v bMITVETA, ChiZarsF+arsy
ValBaEICHBTHEH L T NEE VI ERLBETT, Web ¥ —N—FDDa>r 5
FEML EFHEFIRIOF TV arEMITBLEIVTLED.

B BET D Web API % Flask &£ Nginx (Docker) TH
ZFNTRERONBZBE X, FHEAETIV2HEALTANICHT 5H71%ET Web APL
2EVE LS. APLHOTUY S A2 UFOLSICHBLET .

# coding: utf-g8

from flask import Flask, jsonify, request
from datetime import datetime, timedelta
import azure.storage.blob as azureblob
import torch

import torch.nn.functional as F

import os

app = Flask(__name__)
# Blob StorageMBSEEXY NT—I DY SAEEBEHETNEL T A— K
model, pretrained = 'iris.py', 'iris.pt

if not os.path.exists(model) or not os.path.exists(pretrained):
print('downloading the model and the pretrained parameters')
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# BLob/ N

sas_token = azureblob.generate_account_sas(
account_name = '<your-account-name>',
account_key = '<your-account-key>',
resource_types = azureblob.ResourceTypes(service=True),
permission = azureblob.AccountSasPermissions(read=True),
expiry = datetime.utcnow() + timedelta(hours=1)

)

blob_service_client = azureblob.BlobServiceClient(account_url="'<your-accouunt-url>', credent=

ial=sas_token)

conn_str = '<your-connection-string>
container = 'models’
for filename in [model, pretrained]:
with open(filename, 'wb') as my_blob
blob = azuleblob.BlobClient.from_connection_string(conn_str=conn_str, container_name=>
=container, blob_name=filenane)
download_stream = blob. download_blob()
my_blob.write(download_strean. readall())

# XY ND—VDEEEFBEHFETINOO—K
from iris import Net

net = Net()
net.load_state_dict(torch.load(pretrained))

net.eval()

# POSTX Y v RICHHS
@app.route('/', methods=['POST'])
def predict():

# T DRI

x = request.json['query']

x = torch. tensor (x) . unsqueeze (@)

# W

with torch.no_grad():

y = F.softmax(net(x), 1)[0]

_, index = torch.max(y, 0)
result = {'label': int(index), 'probability': float(y[index])}

return jsonify(result)

# XA B8
if __name__
app. run(debug=True, port=80)

= ' __main__':

BEAPOBBTHBIRG 57280, model BT/ T—/NIVEKE L TERLET,
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AVAR=NTBF1TFVDORE

FEIFICRE R TATF) A YA b—LT 5720I, requirements. txt ZERL £ T . £
RELZSATSVELTOEBY TT.

Flask

torch
azure-storage-blob

Dockerfile Ti&. Z® requirements.txt 28U T pip IV FTIA TV RS VA +—
LEBEIBELET RUINTT).

FROM tiangolo/uwsgi-nginx-flask:python3.6
COPY requirements. txt /tmp
RUN pip install -U pip

RUN pip install -r /tmp/requirements.txt

COPY ./app /app

A A=A TFTOER
ETNTEAA—YOENLFEIYFF OB EFEIFVEL &S0 fER L7 Dockerfile 75
A RA=VRMEDET

sudo docker build -t nginx-flask .

aAVTFELSL EFSICEMTOLIICLET,

sudo docker run -d --restart=always --rm -it -p 80:80 --name api -t nginx-flask
F704 L7k Web API Z{E L THR

F7uA Uiz Web APLIZH LT POST Y 7T A b &£, #RFSE>TL BT E#MERL
FL L. MNEANCP o2 EERLADT, BUROESIENE > TELSRIHTT .

import requests

url = 'http://<IP7 KLZ>/'

from sklearn.datasets import load_iris

# IrisT—& Y hOFEHAHR
x, t = load_iris(return_X_y=True)
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# BYDY > TNEITVICEE (YA MERHBE)
query = list(x[0])
query, type(query)

9.6 Azure ML TH&E

(I5.1, 3.5, 1.4, 8.21, list)

params = {'query': query}
parans

{'query': [5.1, 3.5, 1.4, 0.21}

res = requests.post(url, json=params)

result = res.json()
result

{'label': 0, 'probability': @.9751327633857727}

INTlaaS 2EA LB AT IO BRET T ARRETIE, ChoIMATEF2Y
T4 KBV IA L2 SELIDICED LD ICRT — VT 28 ELERT 2RENH Y
FIH. Azure VM ZEZ ISR —VEBEH TT . F72. Docker & Flask OHIEA B IE

BB ICDE L BEAN LRI AR T2 b D E L.

9.6 Azure ML T&%%8

WIZ PaaS (Platform as a Service) %{f-77 704 MM LET, sy —N—%2BET
WEITZ2DHLVDOTTH, AT —LT7IbDIA IV TREFaY T 1A ORBIBREL
E, BEIAIN-FLERLTES DD EEA. T T PaaS 2> 7:6]& LT, Azure ML

EH-oTT/u ETEELET,
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Azure ML D#ff

ZHE TN LN EFBIC. Azure ML OFE 21T\, MNIST F—% 4 v h%ffi>T
NAR=NGRA=F F 2=V TREDLETVOERD S, FHHEAORBEROFVETIL
R —N—ATTUATHETORNERALET. TNTEHDE L &,

# BBEED 21— OFEHAH
import numpy as np
import os

import azureml

from azureml.core import Workspace, Experiment

from azurenl.core.compute import ComputeTarget, AmlCompute
from azurenl. core.compute_target import ComputeTargetException

# N—Ta > DHER
azurenl.. core. VERSION

"1.0.79"

Workspace

# BIERE

name = '<your-compute-name>'
subscription_id = '<your-subscription-id>'
resource_group = '<your-resource-group>

# Workspace ZER{

ws = Workspace. get(
name = name,
subscription_id = subscription_id
resource_group = resource_group

ws

Workspace . create(name='pytorch_topgear_parameter ', subscription_id='fsbfe65c-b3a3-4ea7-ac4c-7d4d=>
bbbeef26', resource_group='pytorch_topgear_parameter')
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Experiment

# SRERERIA
experiment = Experiment(

workspace = ws,
pytorch-mnist-mldeploy’

name =

experinent

Experiment(Name: pytorch-mnist-mldeploy,
Workspace: pytorch_topgear_parameter)

Data Store

ds = ws.get_default_datastore()
ds

<azureml.data.azure_storage_datastore.AzureBlobDatastore at 0x122658f90>

Compute Target

# AEYY—R

compute_target = ComputeTarget(
workspace=ws,
name='gpu-compute'

)

compute_target

AmlCompute (workspace=Workspace. create(name='pytorch_topgear_parameter ', subscription_id='f5bfe65=>
c-b3a3-4ea7-acdc-7d4dbbbeef26' , resource_group='pytorch_topgear_parameter'), name=gpu-compute, i=>
d=/subscriptions/f5sbf b: 7-ac4c- 26/resourceGroups/pytorch_topgear_parameter/p=
roviders/Microsoft.MachineLearningServices/workspaces/pytorch_topgear_parameter/computes/gpu-com=>
pute, type=AmlCompute, provisioning_state=Succeeded, location=westus2, tags=None)

comp_info = compute_target.get_status().serialize()
print('VM size:', comp_infol'vnSize'])
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VM size: STANDARD_NC6

T— 2 DEE
MNIST 2fEVE T, LOLEBVEHLTLEEL LD,

from torchvision import transforms, datasets

# TensorfYRICEiR
transform = transforms. Compose ([
transforms. ToTensor ()
D
train_val = datasets.MNIST(root='./data/MNIST', train=True, download=True, transform=transform)
test = datasets.MNIST(root='./data/MNIST', train=False, download=True, transform=transform

# Data Storelc7¥—4&%&7 v 70— K
ds.upload(src_dir='./data/MNIST', target_path='data', overwrite=False)

Uploading an estimated of 20 files

SAZUREML_DATAREFERENCE_678b3d2d009345f9995baceef2542443

FBRARATYT SOER
aml_mnist/scripy/train_mnist.py Z RO EBVIERLE T,

# coding: utf-g
import argparse

import numpy as np

import os

import torch

import torch.nn as nn

import torch.nn.functional as F

import torchvision

from torchvision import transforms, datasets
from torch.utils.data import DataLoader
import pytorch_lightning as pl

from pytorch_lightning import Trainer
from azurenl.core.run import Run

# FBEROS
run = Run.get_context()

class Net(pl.LightningModule):
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def __init__(self, hparams, num_workers=8):
super(Net, self).__init__()
self.hparams = hparams
self.nun_workers = num_workers
self.conv = nn.Conv2d(in_channels=1, out_channels=4, kernel_size=3, stride=1, padding=1)
self.fcl = nn.Linear(28 * 28, self.hparams.n_hidden)
self.fc2 = nn.Linear (self.hparams.n_hidden, 10)

def _dataloader(self, train):
transform = transforms. Compose([transforms. ToTensor ()1)
dataset = torchvision.datasets.MNIST(root=self.hparams.data_dir, train=train, download=Te)
rue, transform=transform)
loader = Dataloader(dataset, self.hparams.batch_size, shuffle=True, num_workers=self.num=>
_vorkers)
return loader

def lossfun(self, y, t):
return F.cross_entropy(y, t)

def configure_optimizers(self)
return torch.optim.SGD(self.parameters(), lr=self.hparams.lr, momentun=self.hparans.mone=>

ntum)

def forward(self, x):
x = self.conv(x)
x = F.max_pool2d(x, 2, 2)
x = x.view(-1, 28 * 28)
x = F.relu(self.fc1(x))
x = self.fc2(x)
return x

@pl.data_loader
def train_dataloader (self):
return self._dataloader (train=True)

def training_step(self, batch, batch_nb):
X, t = batch
y = self.forward(x)
loss = self.lossfun(y, t)
results = {'loss': loss}
return results

@pl.data_loader
def val_dataloader (self):

return self._dataloader (train=False)
def validation_step(self, batch, batch_nb):

X, t = batch
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y = self.forward(x)

loss = self.lossfun(y, t)

y_label = torch.argmax(y, dim=1)

acc = torch.sun(t == y_label) * 1.0 / len(t)
results = {'val_loss': loss, 'val acc': acc}
return results

def validation_end(self, outputs):
avg_loss = torch.stack([x['val_loss'] for x in outputsl).mean()
avg_acc = torch.stack([x['val_acc'] for x in outputsl).mean()
results = {'val_loss': avg_loss, 'val_acc': avg_acc}
return results

@pl.data_loader
def test_dataloader (self):
return self._dataloader (train=False)

def test_step(self, batch, batch_nb):
X, t = batch
y = self.forward(x)
loss = self.lossfun(y, t)
y_label = torch.argmax(y, dim=1)
acc = torch.sun(t == y_label) * 1.0 / len(t)
results = {'test_loss': loss, 'test_acc': acc)
return results

def test_end(self, outputs):
avg_loss = torch.stack([x['test_loss'] for x in outputs]).mean()
avg_acc = torch.stack([x['test_acc'] for x in outputs]).mean()
results = {'test_loss': avg_loss, 'test_acc': avg_acc)
return results

def main():

parser = argparse.ArgumentParser ()

parser.add_argunent('--data-dir', type=str, dest='data_dir', default='./data’
parser.add_argument('--output_dir', type=str, dest='output_dir', default='./outputs')
parser. add_argument (' --batch-size', type=int, dest='batch_size', default=50)
parser.add_argument (' --epoch’, type=int, dest='epoch', default=20)
parser.add_argument (' --n-hidden', type=int, dest='n_hidden', default=100)
parser.add_argument('--1r", type=float, dest='lr', default=0.01
parser.add_argunent (' --momentun’, type=float, dest='momentun’, default=0.9)

hparams = parser.parse_args()
torch.manual_seed ()

net = Net (hparans)
trainer = Trainer (max_nb_epochs=hparans. epoch)
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print('start training')
trainer. fit(net)
print('Finish training')

print('Validation Score:', trainer.callback_metrics)
trainer. test()
print('Test Score:', trainer.callback_metrics)

# FPBIEROBH

run.log('1r', hparams.lr)
run.log('n_hidden', hparams.n-hidden)

run. log('momentum', hparams. momentum)

run. log('best_acc', trainer.callback_metrics)

# FBEHETIORE
os.makedirs(hparams.output_dir, exist_ok=True)
torch.save(net.state_dict(), '{}/model.pt'.format(hparams.output_dir))

=

__name__ == '__main__':
main()

CRETERNE LTRIZIERCTI A, 1 5, FEEAET IV ORFEOHAEES R FEICIB
SENTVET, Azure ML T3 outputs 7 4 LF L RICEW 7 7 4 L& run DEE & —FEIC
RESNZEVOIREIHVET, 20720, BRHUESRY 572 run LIESTTHELPSETIL
ZEDHHE S K DIT, outputs 7 A LT RICEFLEZRIELTVET.

NAN=INFGA—=EF 21— T D%
NA RBCEE> T NAR—NFRA—FDF 2 —ZV T &[T TVEE L& Do FIERE
TEEFLWATT.

# BBRED 1 —NEGHRHAH

from azureml.widgets import RunDetails

from azurenl.train.dnn import PyTorch

from azurenl.train.hyperdrive import BayesianParameterSampling, HyperDriveConfig, PrimaryMetricG=>
oal

from azurenl.train.hyperdrive import choice, uniform

# NAIN=INTX—ERREEADRE
parameters = BayesianParameterSampling(

{
'--n-hidden': choice(range(10, 784)),
'--1r': uniform(le-6, 1e-1),
'--momentum': uniform(le-6, 1.0)

i
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script_params = {
‘--data-dir': ds.path('data').as_mount(),

--output_dir': './outputs',

*--epoch': 20,

'--batch-size': 128

estimator = PyTorch(
source_directory = ‘aml_mnist/script’,
script_params = script_parans,
compute_target = compute_target
pip_packages = ['pytorch-lightning'],
framework_version = '1.3',
entry_script = 'train_mnist.py',

use_gpu=True

# BAR/ — NBUS4ICERTE

hyperdrive_config = HyperDriveConfig(
estimator=estimator,
hyperparameter_sampling=parameters
policy=None,
primary_metric_name='test_accuracy',
primary_metric_goal=PrimaryMetricGoal.MAXIMIZE,
max_total_runs=4,
max_concurrent_runs=4,
max_duration_minutes=1800)

# FB
hyperdrive_run = experiment.submit(config=hyperdrive_config)

print(hyperdrive_run)

Run(Experiment: pytorch-mnist-mldeploy,
Id: pytorch-mnist-mldeploy_1576941787172189,

Type: hyperdrive,
Status: Running)

# FBBRERT
RunDetails(hyperdrive_run).show()
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_HyperDriveWidget (widget_settings=('childWidgetDisplay': 'popup', 'send_telemetry': False, 'log_=>
level': 'NOTSE:-

ROERVETFIORE
HyperDriveRun 7 5 Z® get_best_run_by_primary_metric() * v FTRbHUREDR, >

e EMEMHTEET,

from azureml. train.hyperdrive import HyperDriveRun

# RATHROFMERE

hdr = HyperDriveRun(experinent,
run_id="pytorch-mnist-mldeploy_1576941787172189",
hyperdrive_config=hyperdrive_config)

print(hdr.get_metrics())

{'pytorch-mnist-mldeploy_1576941787172189_0': {'lr': 0.0378064918358727, 'n_hidden': 767, 'momen=
tum': 0.329396445095349, 'best_acc': "{'test_loss': 0.05961843207478523, 'test_acc': 0.982199370=
8610535}"), 'pytorch-mnist-mldeploy_1576941787172189_1': {'lr': 0.0757155691931625, 'n_hidden': =
23, ‘momentum’: 0.0785633618606872, 'best_acc': "{'test_loss': 0.10974286496639252, 'test_acc': =
0.9661787748336792)"}, 'pytorch-mnist-mldeploy_1576941787172189_2': {'lr': 0.0761472427162274, '=>
n_hidden': 160, 'momentum’: ©.353614738793176, 'best_acc': "{'test_loss': 0.0605369471013546, 't=>
est_acc': 0.9830893874168396}"), 'pytorch-mnist-mldeploy_1576941787172189_3': {'1r': 0.082628010=>
3042935, 'n_hidden': 300, 'momentum': 0.411366691962188, 'best_acc': "{'test_loss': 0.0622506625=
95033646, 'test_acc': 0.9828916192054749}"}}

test_acc #R% &, pytorch-mnist-mldeploy_1576941787172189_2 7S RUMEIC % > T
WEY,

# ROERDOLMEERT

best_hdr = HyperDriveRun (experiment,
run_id='pytorch-mnist-mldeploy_1576941787172189_2",
hyperdrive_config=hyperdrive_config)

best_hdr

Experiment Status Details Page Docs Page

pytorch-mnist- | pytorch-mnist- | azureml. | Completed | Link to Azure | Link to Documen

Idepl ldeploy 15769 scriptrun Machine Learning | tation
417871721892 studio
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# BROHRMEERT
best_hdr.get_metrics()

COEEHERT Y P T — 7 OMEOBICHERT 5720, #WEEAHATBEE LD,

9.7 Azure MLADOF 704

FTuA LS BV EEA, TTUA LEVETLVERET 5723 TT. ROLZETN
ETOTA A=V R R L, 2O A=V EF 7O LTLEET,

# EFIOEE

model = best_hdr. register_model(
model_name='pytorch_mnist_@1",
model_path="outputs/model .pt"

)

model.name

'pytorch_mnist_o1"

model. id

'pytorch_mnist_01:1'

model.version

1

Azure R—=F VOEDY THSETFVEBRLET . HLLF /0 LT VEBMNTE
CEDHRTEET,
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Model List
- R mada ] Dot Onioy O et ¥ seuchio
e fros - ey Crndon - Gttty

A X =T DIER

ETNEEDIHMHE TITD Docker £ A=V E{ERLE T TOA A=V DIERITE. RO

22007 7 A VHBRBETT,

e score.py : #IHAL init() EHERRAIE run()
o myenv.yml : TR/ r—

1JZ K~ 9.8 score.py

import torch
import torch.nn as nn

import torch.nn.functional as F
import json

from azureml.core.model import Model

class Net(nn.Module):

def __init__(self, n_hidden=160):
super(Net, self).__init__()
self.conv = nn.Conv2d(in_channels=1, out_channels=4, kernel_size=3, stride=1, padding=1)
self.fcl = nn.Linear(28 * 28, n_hidden)
self.fc2 = nn.Linear(n_hidden, 10)

def forward(self, x):
elf. conv(x)
_max_pool2d(x, 2, 2)
X = x.view(-1, 28 * 28)

x = F.relu(self. fc1(x))

x = self.fc2(x)

return x

def init():
global model

model_path = Model.get_model_path('pytorch_mnist_01', _workspace=ws)
model_state = torch.load(model_path, map_location=lambda storage, loc: storage)

model = Net()
model. load_state_dict(model_state)
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model..eval()

de

&
y

run(data):
# L) OFFRY
x = json.loads(data)['x']
x = torch. tensor(x, dtype=torch.float32).unsqueeze(0)
# HEER
with torch.no_grad():
y = F.softmax(model(x), 1)[0]
_, index = torch.max(y, )

result = {'label': int(index), 'probability': float(y[index1)}
return result

score.py DHEZFTOA T HENI. TI—DPEEZVAERLTBEET.

import torch

import torch.nn as nn

import torch.nn. functional as F
import json

from azurenl.core.model import Model

class Net(nn.Module):

def __init__(self, n_hidden=160):
super(Net, self).__init__()
self.conv = nn.Conv2d(in_channels=1, out_channels=4, kernel_size=3, stride=1, padding=1

self.fc1 = nn.Linear(28 * 28, n_hidden)

self.fc2 = nn.Linear(n_hidden, 10)

def forward(self, x):
x = self.conv(x)
x = F.max_pool2d(x, 2, 2)
X = x.view(-1, 28 * 28)
F.relu(self.fc1(x))
x = self.fc2(x)
return x

x

# PBHEHNTA—R
model_path = Model.get_model_path('pytorch_mnist_o1', version=1, _workspace=ws)
model_state = torch. load(model_path, map_location=lanbda storage, loc: storage)

# EFMINTX—2%EO— K

model = Net()

model. load_state_dict(model_state)
model.eval()
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Net(
(conv): Conv2d(1, 4, kernel_size=(3, 3), stride=(1, 1), padding=(1, 1)
(fcl): Linear(in_features=784, out_features=160, bias=True)
(fc2): Linear(in_features=160, out_features=10, bias=True)

ZNTIE MNIST OF—% 1 #% sample.png & LTHER L THEL £ Do

from PIL import Image
img = Image.open('data/sample.png')
ing

# BISLIE

from torchvision import transforms

transform = transforms.Compose([
transforms. ToTensor ()

n

x = transform(img)

type(x), x.dtype, x.shape

(torch.Tensor, torch.float32, torch.Size([1, 28, 281))

# JISINTRIFRhBHRICER
data = json.dumps({'x': x.tolist()})

# VTV DRFERY
x = json.loads(data)['x']

# ERAICRTEEM
x = torch. tensor(x, dtype=torch.float32).unsqueeze(0)

# iR

with torch.no_grad():
y = F.softmax(model(x), 1)[@]
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_, index = torch.max(y, )
{'label': int(index), 'probability’: float(y[index1)}

{'label': 5,

‘probability': 0.9933018684387207)

D ELEAE>TEE LTz, score.py TN TREFHTT,

myenv.yml 7 7 A VELLROEB Y TF . pip DEAICFEML TV 2/8y r—IZ1E, BEIC
IECTEELTL S,
DZK 9.9 myenv.yml
name: project_environment

dependencies:
- python=3.6.2

- pip:
- azurenl-defaults
- torch
- Pillow

channels:

- conda-forge

BB T 7 A VOEMAIRT LE Lice 1 XAV ORME Azure K—F L ETITWET,

EF)

O ®f 8 1 x—Yorm + EFLEEM AR
v| &m

| pytorch_mnist 01

\

VERSION

1



A A=Y DR

* &M
| mnist-pytorch

9.7 Azure ML AOFFOA

Python
7| GPU £HHICLETH

*RAPUVT T4
score.py L]

* Conda 77 1)L

myenv.ymi [
v RERE

IR U 72 EF)L: pytorch_mnist_01:1

R *rvtil

A A=Y DRI 5~10 FEEDPHD E T,

1 X =S DRMA

A A= DN [NotStarted] 75 [Succeeded] ICED 75, A A—V2REHATEET .
ACI (Azure Container Instances) IZETFLETFTHA LTV HHERZBE>TVEZ T, ACT
3, RIS Y A BET 2 HHEE LTAMAY —EAT, EHELAETREL IV T TS
A7 BB Y 3 THERA L OBMANE LTS OICBNY ) 2—2 3> TF (https://do

cs.microsoft.com/ja-jp/azure/container-instances/container-instances-overview).
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e F7nqers OB 7 8% [ BB oo UYIoRE
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Rt
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Rig Transitioning

AVE1—F1 YT 0B ACI

H#—EZID mnist-pytorch

7

f(27=] 2019/12/21 16:11:52 UTC

RIEEHER 2019/12/21 16:11:52 UTC

AX—=YID mnist-pytorch:1

Z22A7Y>YJ URI

CPU 0.1

XEY 0.5GB
9.8 AV Y RTHO—EDRNDEIE

CZET Azure DR—F NV ETETAD S A—TEMER L, BRLTOL HEEBNMLE
L7273 Python D> FTHE U—EOMENARETT . £5 5 BEAMICE LTI, M
Fpicun &R WHEAICR, a9 RTRET2EINT Ny LT LI XY v b b
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# A X—JDIER
from azurenl.core. image import ContainerImage

image_config = ContainerImage. image_configuration(
execution_script='score.py',
runtime='python",
conda_file='myenv.yml',
enable_gpu=True

# A X—T DR

from azurenl. core.webservice import AciWebservice

aciconfig = AciWebservice.deploy_configuration(
cpu_cores=1,
memory_gb=1

# F7041 OET
from azureml.core.webservice import Webservice

service_name = 'mnistcli’
service = Webservice.deploy_from_model(
workspace=workspace
name=service_name
models=[model]
image_config=image_config,
deployment_config=aciconfig

service.wait_for_deployment(show_output=False)
print(service.state)

# TNV JIBRCOT ERR
# print(service.get_logs())

# EALE—EDY—ERADY Y —RAEMR
# service.delete()

9.9 -V ACN O LY Ry e i 8

FAUAETH ATT7 VYT URIATY FRS Y b ERDET, [BH] »o5Ra7y s
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| 1:

Btes
R

AYEa—F4 VI OHR

9.9 #HY—N—~DUIIZ b+

Healthy

ACI

H—EZXID mnist-pytorch
57

e E 2019/12/21 16:11:52 UTC
BEEHER 2019/12/21 16:11:52 UTC
AX=YID mnist-pytorch:1
2a7Yvy 830e-44f2-918d! westus2. iner.io/
URI score

CPU 0.1
*EY 0.5GB

ZRTIE MNIST TELI TV BEERY SifEHE TO—EHOWMNZE->THEL £ D0

import requests

from torchvision import transforms, datasets

from PIL import Image
import json

transform = transforms.Compose(l
transforms. ToTensor ()
n

img = Image.open('data/sample.png')
img
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x = transform(ing)

type(x), x.dtype, x.shape

(torch.Tensor, torch.float32, torch.Size([1, 28, 281))

# RBAL7A X—2DAI7 1) 2 JRT
url = '<your-scoring-uri>'

# F—REISONBRICEE
data = json.dumps({'x': x.tolist()})

headers = {'content-type': 'application/json'}
# FAERETD

res = requests.post(url, data=data, headers=headers)
res

<Response [200]>

# HERTEROFER
result = res.json()
result

{'label': 5, 'probability': 0.9933018684387207}

INTHERY —N—DFT T O BT LE Lo Azure TR VY —AHTET RO HEL
BERESNTVEETOT, RRERY Y —RART)—T7 v FUTHETLELE S,

ABETEINAN=ITRA=FDF 2 —=> 7L, TaaS & PaaS 2FA LT a1 OFEZ
\aLTEE L,

BOBELICZD T2, BHFERTY V=7 BERHACLIER UL TTA ERICHA
THH—CATRERBSZEALTBY, EFUBELAKICEETT, 757 FEMIHH
HOBHFEE L V=T ELTRELCA>TETVLETOT, TOZOBKITHEATIZS VL,
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OAETITDENTEE L. ERICTZ A —HNAT 2 & BOBFSLZOF5RETIVHEET
Bk, EDEIETTuS 23500, fEARYFOMIH-ICLTHRE TITO>ON %
BEATI2RESHVET ARV PO MY H—DRHE LTRAFEE SN TV ZDH, iPaas
(integration Platform as a Service) EMEN2RZ27 ) r—vavFALz2%0, 7—%
EMELILV AT LABBSEIVTEIEDTES I ITFY—ERT, AREY—ER
& LT Zapier ® Anyflow 8H D E T, BHTHI—FT 1 /T B LICHEL T, HETH
RO HEE LT iPaas ZBRUIZD, I—F 1 Y 72BRLTWET, FO, iPaas BED
V=V EDREHF X LYY LTAHTLES VN,

HEASTEILZ BT 2T+ — ST —= Y VRBTE AB TR LZABHIRA NS5
FAATREVABLIEEA. L L, BEREZIAREVOOMRBEHRICALILEHD
Fth. FARHBEL LD SOBESADETO—HICANITEVTT .

BHBIC, ABERETHIIH1D. BLOBFLOTHAE VIR EE Lz, AEBORBIH
Do 1BIREERAY 518, EEREAD S EISHT R T FNA ATHOBI P R—PLTWAEEE
Uizo ZOHEBED LTRSS BILBLETFET,

HFEN HRILHA
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